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Scientists recently thought it would take decades before 
they could examine the atmospheres around distant plan-
tets—that the host star’s blinding light would overwhelm 
any useful observations. Yet ambitious young astronomers 
have devised clever new techniques that are now provid-
ing the first clear look into the skies of worlds beyond our 
solar system. Image by Don Foley.
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Scientific Citizens

Fifteen languages, multiple platforms and one great 
institution: that is Scientific American, which cele-
brates its 168th year in August. I had another occa-
sion to appreciate all of the above recently when we 
held our annual meeting of the international edi-

tions in New York City for the first time in many years. The mul-
ticultural mix, I have always thought, simply reflects the global 
collaborative nature of science itself.

During our meeting days, we shared ideas about how to 
improve what we do, discussed challenges in different markets 
and even had some laughs along the way. We held evening events 
at the New York Academy of Sciences (a panel discussion on 
fraud in science) and at the American Museum of Natural Histo-
ry (about a whale exhibit, including a demo of our Whale FM cit-
izen science project with Zooniverse). You can find details on our 
@ScientificAmerican blog.

Our international assemblage 
seems nicely timed in light of this 
issue’s cover story, “The Dawn of 
Distant Skies,” by Michael D. Lem-
onick, starting on page 40. Rather 
than looking at experiences in oth-
er countries, how  ever, we are peer-

ing at other solar systems. Whereas once we had thought distanc-
es would never allow us to glean useful information about those 
distant worlds, the cosmic picture is slowly brightening. Some-
day, we can hope, we will look at the atmospheres of those worlds 
for signatures of life. There’s a pleasant symmetry to that, I think, 
as we contemplate our own global home. 
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Science in Action News
The power  to change the world for the better: that’s Science in 
Action, also the name of a $50,000 special award sponsored by 
Scientific American for the annual Google Science Fair. On June 11 
we will announce the finalists for Science in Action, now in its sec-
ond year. The winner will follow on June 27. The Science in Action 
honoree will then travel to Mountain View, Calif., for the Google 
Science Fair awards event. I’ll be there as chief judge. Updates will 
appear at www.ScientificAmerican.com. —M.D.

awa r d s
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March 2013 

ASTRO-NAUGHT
In “Mission: Risk Averse” [Graphic Sci-
ence], John Matson expresses concern 
about the apparent risk-averse attitude at 
nasa leading to a preponderance of Mars 
missions at the expense of exploration of 
the rest of the more challenging parts of 
the solar system. I would suggest that 
there is another psychology at play: cater-
ing to the persistent hope of manned ex-
ploration. If such exploration is at all fea-
sible, then Mars is the place (never mind 
that it is also an obvious dead end), and it 
is then natural to put so many eggs in the 
Mars basket. 

But this reveals the deeper choice that 
confronts nasa: How long will the capabil-
ity to do real science be hobbled by the fab-
ulously expensive Buck Rogers fantasies of 
manned missions? Given human psychol-
ogy, this will not be readily resolved. 

John Gaffin 
Myers Flat, Calif.

SAVING ORANGE TREES
In “The End of Orange Juice,” Anna Kuch-
ment suggests orange growers can best 
defend against the citrus disease huang-
longbing (HLB) by growing genetically 
modified trees or by applying chemicals 
to existing trees. But she fails to consider 
a third, more sustainable option: inter-
planting orange trees with other crops, 
such as guava.

Guava trees emit compounds that repel 
the insects responsible for HLB’s transmis-

sion, and growers in Asia have for years 
deterred these insects by planting guava 
trees among their orange trees. Based on 
controlled studies, researchers at the U.S. 
Department of Agriculture have indicated 
that this approach deserves more atten-
tion in the U.S. 

Rob Schaaf 
via e-mail

ROBOT RISK
Who could object to developing cute little 
“RoboBees”—bee-size flying robots—as 
de      scribed in “Flight of the RoboBees,” by 
Robert Wood, Radhika Nagpal and Gu-
Yeon Wei? The article highlights benefi-
cial uses such as searching for survivors 
of a natural disaster and acting as substi-
tute pollinators for honeybees wiped out 
by colony collapse disorder. But the “gee 
whiz” factor masks numerous possible 
darker contingencies.

What if the RoboBees were slightly 
altered electronically and released as a 
colony of thousands to spread deadly bac-
teria, viruses or fungi? And what about 
more unregulated surveillance? Further, 
these machines are meant to be “dispos-
able” (the researchers assert that there’s 
no problem if individual units fail “peri-
odically”). Yet are they not constructed 
with many of the same toxic materials 
found in all electronics?

Andrew Degen
via e-mail

STELLAR EVOLUTION
In “The Inner Life of Star Clusters,” Ste-
ven W. Stahler proposes that binary 
stars—pairs of stars that orbit each oth-
er—in stable stellar groups called open 
clusters fuel the expansion of those clus-
ters. A related diagram shows a heavy in-
terloper forming a stable pair with the 

heavier of two stars in a pair, throwing 
out the lightest. Yet consider the last state 
depicted with all velocities reversed: the 
least massive star comes in and ends up 
throwing out the heaviest! 

Ken Knowlton 
Sarasota, Fla. 

When a binary pair in an open cluster 
ejects a third star, Stahler explains, the 
latter encounters other members of the 
cluster and shares its energy with them, 
effectively “heating” the cluster and caus-
ing it to expand. But doesn’t the ejecting 
pair lose energy in the process, perhaps 
orbiting more closely, and keep the clus-
ter more compact? 

K. Cyrus Robinson 
via e-mail

Stahler states that stars “coalesce within 
vast clouds composed chiefly of hydrogen 
molecules, along with other elements and 
a small admixture of dust.” The process 
by which elements were created has been 
established, but what is the nature of this 
“dust,” and how was it created? 

Harold W. Simons  
Weiser, Idaho 

STAHLER REPLIES: Regarding Knowl-
ton’s question, interacting systems of stars 
evolve along well-defined evolutionary 
paths. That they do so demonstrates that 
the system’s entropy increases along these 
preferred directions. It is always possible, 
at least conceptually, to reverse all stellar 
velocities and cause the system to regress 
to a lower-entropy state. Yet the probabili-
ty of such an occurrence becomes vanish-
ingly small as the number of stars in -
volved  increases.

Robinson is correct that the binary pair 
left behind after the ejection of a lighter 
star has lower energy. Thus, its component 
stars orbit each other more tightly. But this 
separation is tiny compared with the over-
all size of the cluster, which increases.

As to the dust: interstellar dust grains 
are solid, submicron-size particles com-
posed of silicates and other minerals, along 
with an outer mantle of water ice. They 
condense out of the slow winds emanat-
ing from red giant stars. During the pro-
cess of star formation, these lowly grains 
form rocky planets—and therefore us!

 “How long will real 
science be hobbled  
by the Buck Rogers 
fantasies of manned 
space missions?”
 john gaffin  

 myers flat, calif. 
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l e t t e r s  to  t h e  e d i to r GUN RESEARCH
“Ready. Aim. Investigate,” by the Editors 
[Science Agenda], cites automobile safety 
research and policy implementation in 
arguing that research into the causes and 
prevention of gun violence, previously 
hampered by the National Rifle Associa-
tion, is needed. 

Research into making guns safer—
without compromising speed and effec-
tiveness—is a worthwhile goal. The analo-
gy between automobile and gun deaths, 
however, is flawed. Automobile deaths are 
incidental, collateral damage to a car’s 
pur    pose, whereas death or incapacitation 
is a gun’s primary purpose.

Robert H. Miller
Prescott, Ariz.

I, as a legal gun owner, have taken due dil-
igence that has ensured I have never had 
an incident. I cannot and will not suppose 
that owners of illegal firearms do the 
same. If research is to be conducted and 
solutions found, make sure it includes 
ways to keep the guns from entering the 
hands of the criminally minded. If this 
can’t be done, and I suppose it can’t, don’t 
limit or remove our capability to defend 
ourselves from that element.

There will always be examples of poor 
firearm safety—even the best gun owner 
can slip. But most gun violence is perpe-
trated overwhelmingly by criminals and 
the psychologically challenged.

Ken Ridgley
via e-mail

DNA CollECtioN
In criticizing potential abuses of expand-
ed DNA collection in “The Government 
Wants Your DNA,” Erin Murphy cites the 
case of Shannon Kohler, who had initially 
refused a DNA test in a search for a serial 
killer but was then forced to submit DNA 
under a court order despite having exon-
erating details that included an alibi. 

There is a long history of police depart-
ments publicly accusing and convicting 
innocent people without valid evidence, 
but this does not require DNA evidence. 
In fact, Kohler was exonerated because of 
the DNA testing; without it, he may have 
easily been convicted.

Ethan Solomita 
via e-mail
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Exploded Trust 
A serious commitment to oversight 
could prevent fatal industrial disasters 

Before it exploded this spring “like a nuclear bomb,” as the 
mayor of West, Tex., put it, the West Fertilizer plant was an oth-
erwise unremarkable piece of the American landscape. It sat 
just across from a subdivision in this town of 2,800 people. The 
West Intermediate School’s baseball diamond was close enough 
to deliver the occasional foul ball. Officially, the plant held 27 
tons of anhydrous ammonia. It also held, out of sight and mind, 
270 tons of explosive ammonium nitrate. The blast damaged or 
destroyed 150 buildings, including the school and a nursing 
home. Fifteen people died.

The U.S. is home to around 6,000 fertilizer retail and produc-
tion plants, 13,500 domestic chemical production plants and 
tens of thousands of mining and petroleum sites. We would like 
to assume that most of these facilities adhere to the rules that 
have been designed to minimize the danger to workers and 
neighboring communities. But the tale of West Fertilizer exposes 
a perilous status quo—a system in which potentially dangerous 
industrial sites have been trusted to police themselves.

Managers at the West plant never registered the ammonium 
nitrate with Homeland Security, even though the stockpile con-
tained 1,300 times the amount that triggers a mandatory review. 
The most recent emergency planning report that the company 
filed with the Environmental Protection Agency stated there was 
no fire or explosion risk at the plant. Owners did inform Texas 
regulators about the ammonium nitrate, but inspectors issued 
nothing more than the occasional wrist slap. 

In theory, this kind of case is where the federal government 
should bolster weak local oversight. But officials from the Occu-
pational Safety and Health Administration last checked in on 
West in 1985. At that time, inspectors discovered five serious vio-
lations. The plant’s management paid the $30 fine. 

The incineration of this small town didn’t have to happen. Yet 
such incidents will likely occur again, in Texas and well beyond 
it. The problem is not a lack of government. It’s a lack of gover-
nance. It is a direct consequence of the well-documented late 
20th-century allergy to effective regulation of the hazardous 
materials, energy and transportation industries in the U.S. 

A particularly effective part of this push against regulation 
has been the reduction or elimination of inspectors who can 
monitor sites in the field. Homeland Security employs 242 peo-
ple to oversee thousands of chemical plants; osha relies on 
about 2,200 inspectors to safeguard 130 million workers at more 
than eight million work sites in the U.S. Reports suggest that key 
oil and gas production states such as Texas, Pennsylvania and 
New Mexico each employ as few as a dozen inspectors to moni-
tor thousands of active drilling sites. The 2013 federal budget 
sequester is further slicing away at these numbers. 

One Texas politician said this spring that it was too early to 
draw conclusions about any additional regulations to address 
the West explosion. In a sense, he’s right. Regulations abound, 
but they too often go overlooked. Increased staffing for inspec-
tors at strapped federal agencies would curb the buck-passing, 
backslapping and voluntary reporting that apparently made it 
easy for West Fertilizer to skate past local regulators. 

There is a particular meme in American politics today that 
regulation is an unnecessary burden—red tape that holds 
back the entrepreneurial spirit. But we should not forget that 
large industrial operations such as petroleum refineries, 
chemical plants and fertilizer facilities are as dangerous as 
they are common. A problem in one can reach far beyond its 
chain-linked perimeter. 

Ronald Reagan said that the key to reducing the risk of a 
nuclear mishap was to “trust, but verify.” Most local industries 
may be worthy of the trust their communities place in them. 
Still, we must verify. 

SCIENTIFIC AMERICAN ONLINE  
comment on this article at ScientificAmerican.com/jul2013
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Forum by Philippe Kahn

Commentary on science in the news from the experts

Illustration by Viktor Koen

Philippe Kahn  is co-founder and CEO of Fullpower 
Technologies, maker of the MotionX technology that 
is integrated in Nike and Jawbone products. In 1997 
Kahn created the camera phone, combining an imaging 
sensor and a cell phone with software. 

Wear Them, 
Forget Them
A prolifi c inventor argues that we are on 
the cusp of an explosion in truly useful 
and unencumbering wearable devices 

If you’re wearing  a sleep monitor that is awkward and gets in 
the way, you might choose not to use it, and even if you do, the 
act of wearing it might change the way you sleep. It’s a bit like 
the Heisenberg uncertainty principle: the observer changes the 
outcome of the experiment. If a sleep monitor has electrodes and 
wires that look like something from Frankenstein’s lab, you 
might not wear it consistently, and the information it gathers 
and reports may be compromised.

In recent years wearable technology has improved drastically. 
Improvements in sensor technology are now making it possible 
to design wearable devices that are so noninvasive that we can 
forget we are wearing them. Inventors—myself included—are 
working to make sensors more accurate, smaller, with longer 
battery lives. The goal is to deliver great user experiences. 

Sensors are rapidly evolving in important ways. As engineers, 
we are packing more capabilities into each sensor. We are cou-
pling accelerometers with gyroscopes, shrinking them in size and 
decreasing their power consumption. We are also using new sen-
sor-fusion algorithms that can make sense of all the data fl owing 

through and among the sensors. For example, the Jawbone UP 
wristband, a 24-hour monitor (for which my team created hard-
ware reference designs, fi rmware and other components) ana-
lyzes sleep and waking activity patterns. It is designed to be a 
step toward the “quantifi ed self,” which will improve Ms. and Mr. 
Everyone’s health. It is meant to be fashionable and rugged, so 
you can keep it on in the shower. When you check your sleep pat-
terns, you see your sleep, not the e� ects of wearing some strange 
device that disrupts your sleep. 

Today’s smartphones include sensors that capture images, 
motion, magnetic fi elds, geographical position and proximity, 
but they tend to use those sensors individually. With sensor-
fusion technology, my phone could sense, say, that I’m in my car, 
which improves my experience signifi cantly because my phone 
can automatically activate those functions that are most relevant 
to the situation. When I get out of my car and go jogging, or go to 
sleep, or do pretty much anything, my phone becomes a “context 
chameleon” and adapts automatically. A device like an iPhone, a 
SmartWatch or Google Glass could become my own personal 
communicator, integrated with my other wearable devices.

The technology behind such advances has existed for quite a 
while. Ten years ago we started developing the end-to-end com-
ponents, power management systems, recommendation genera-
tors and other building blocks of the Jawbone UP wristband. Our 
original design back in 2005 had the wristband wirelessly syn-
chronize with the phone and use the phone display in real time. 
Yet Bluetooth low-energy technology necessary to preserve bat-
tery life on the device  is maturing only now. Just as it took 15 
years after the invention of the camera phone for it to become 
ubiquitous, we are now likewise on the cusp of ubiquitous wear-
able devices that serve a wide array of functions.

Some of the most promising applications of wearable technol-
ogy may be in the monitoring, prevention, treatment or even cure 
of medical conditions. For people with chronic conditions such as 
obesity, sleep apnea, diabetes, heart disease or Alzheimer’s dis-
ease, wearable medical devices can make a huge di� erence in 
their quality of life and provide a scalable way to help control epi-
demics. They present a unique opportunity to tie into a new gen-
eration of therapies, including much more e�  cient personalized 
prescription dosages and delivery. For instance, a diabetic patch 
that releases medicine hand in hand with an advanced activity 
band provides a personalized and optimal dosage while improv-
ing both the therapies and the outcomes—the next step after 
insulin pumps. We now have the opportunity to revolutionize 
many people’s health with our intellectual property and technolo-
gy and provide a scalable solution to a planetary challenge. 

SCIENTIFIC AMERICAN ONLINE 
Comment on this article at  Scientifi cAmerican.com/jul2013
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medicine

Prickly Painkiller
An experimental plant extract may end intractable pain with a single injection

Although medicine has advanced far enough to treat basic 
headaches, strained muscles and the agony of having a cavi-
ty filled, inflammatory pain—the kind that results from 
osteoarthritis, bone cancer and back injuries—has proved to 
be a far more elusive target. Current remedies, including 
morphine and other opiates, flood all the nerves of the body, 
causing dangerous side effects. More localized remedies, 
such as steroid injections, wear off over time. Recently 
researchers have begun working with a toxin found in a 
Moroccan cactuslike plant that may be able to deliver per-
manent, local pain relief with a single injection. 

The compound, called resiniferatoxin (RTX), works by 
destroying the neurons specifically responsible for inflam-
matory pain. These neurons extend from the body’s periph-
ery (including the skin and internal organs) to the spinal 
cord, carrying pain signals along their axons. The signals 
eventually travel up to the brain. When injected directly into 
spinal fluid, RTX homes in on and kills only those neurons 
that produce a protein called TRPV1, which transmits the 
sensation of noxious heat and inflammation. It does not 

harm normal tissue and other pain-sensing nerves, such as 
those that produce the feeling of pinpricks or pinches.

RTX has been tested in pet dogs that suffer from debili-
tating pain, and the studies have shown promising results. 
Unlike rodents, dogs experience pain much the way people 
do. “And they have personalities,” says Andrew Mannes, 
chief of the department of perioperative medicine at the 
National Institutes of Health. “We can get insight into their 
psyches that we can’t with rats.” 

The NIH is now running a trial of RTX in people with 
advanced cancer. Although Mannes and his colleagues can-
not predict how soon they will have data, pain experts are 
watching the tria.l with interest. David Maine, director of 
the Center for Interventional Pain Medicine at Mercy Medi-
cal Center in Baltimore, says there are other ways to kill pain 
fibers, such as using alcohol to destroy nerves, but they 
sometimes cause the pain to come roaring back, far worse 
than before. “When you can streamline where a drug acts 
and avoid consequences outside of that, you potentially have 
a winner,” Maine says.  —Arlene Weintraub 

Illustration by Matthew Billington
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Going Deep
James Cameron donates his 
tricked-out ocean sub to science

Before setting his sights  once again on the 
far-off  moon Pandora for the next Avatar adven-
ture, fi lmmaker and aquanaut James Cameron 
has bequeathed arguably his greatest techno-
logical accomplishment to science. Cameron’s 
 DEEPSEA CHALLENGER  submarine, which he 
drove to the deepest part of this planet last 
March, arrives this summer at Woods Hole 
Oceanographic Institution, ultimately helping 
researchers there better understand life in the 
earth’s last unexplored frontier. 

Cameron and his team of engineers outfi t-
ted the  DEEPSEA CHALLENGER  with cutting-
edge technology that allowed it to become the 
fi rst manned mission to the Pacifi c Ocean’s 
Challenger Deep site, about 11 kilometers below 
the water’s surface. Most immediately, Woods 
Hole scientists will install  DEEPSEA CHALLENG-
ER ’s lightweight, highly maneuverable cameras 
and a lighting system that Cameron and his 
team designed onto the institute’s Nereus robot-
ic sub, which has been exploring the oceans’ 
depths since 2009. The Nereus team is prepar-
ing for a six-week voyage—funded by the 
National Science Foundation to the tune of 
about $1.4 million—beginning in February 2014 
to study the Pacifi c Ocean’s Kermadec Trench, 
which is about 10 kilometers deep.  

In addition to the  DEEPSEA CHALLENGER 
 itself, Cameron is kicking in nearly $1 million 
to help Woods Hole scientists and engineers 
make the sub’s technology more widely avail-
able for deep-sea exploration. “To me, that’s an 
infi nitely better outcome than [the sub] sitting 

dormant until I’m done with my next two 
movies,” said Cameron in April during a round-
table discussion in New York City with Woods 
Hole scientists. 

Researchers want to explore every aspect 
of oceanography in the deepwater hadal 
regions—those anywhere below a depth of six 
kilometers. They want to know what lives there, 
how it evolved and what it eats, said Tim Shank, 
an associate scientist in Woods Hole’s biology 
department and leader of its Hadal Ecosystem 
Studies (HADES) project. But most vehicles that 
can withstand the extreme pressure at those 
depths are heavier and more diffi  cult to man-
age, making them more expensive and less fuel-
effi  cient. Cameron’s engineers developed new 

materials—including a syntactic foam made 
from millions of hollow glass microspheres sus-
pended in an epoxy resin—to strengthen the 
sub’s hull without adding a lot of weight. The 
vessel, which is 7.3 meters long but has an inte-
rior that is only 1.09 meters wide, also has a 
sphere-shaped, pressurized cockpit that collect-
ed evaporated moisture from Cameron’s breath 
and sweat into a plastic bag, which would sup-
ply him with extra drinking water if necessary. 
The vessel descends vertically, with the cockpit 
near the bottom, underneath a 2.4-meter-long 
panel of lights and batteries.

The sub will arrive at Woods Hole shortly 
after the opening of the institution’s new Center
for Marine Robotics, which seeks to develop 
marine exploration technology with help from 
academe, the federal government and business-
es. Some experts at the event pointed out that 
marine robotics has lagged behind terrestrial 
advances such as drones, in part because there 
is no Wi-Fi or GPS under the sea. That means 
there are many discoveries yet to be made. “So 
many people think we live in a postexploration 
age—it’s all been seen, it’s all been mapped,” 
Cameron said. “The aggregate area of these 
trenches is greater than the size of the United 
States, greater than the size of Australia, so it’s 
basically like a continent that’s been unexplored 
that exists right here on earth.”  
 — Larry Greenemeier

B Y  T H E  N U M B E R S 

88 Percentage  of Americans who say fuel effi  ciency would 
be an “important” factor in their next vehicle purchase.

59 Percentage  of Americans who say it would be a “very impor-
tant factor,” according to a survey by the Consumer Federation 
of America. In the past U.S. consumers were more focused 
on a car’s power, safety, roominess or special features.

Scientifi cAmerican.com/jul2013/advancesFURTHER READINGS AND CITATIONS

DEEPSEA CHALLENGER
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what’s in the fridge?

Produce-Loving Pests
An entomologist and invasive species expert keeps  
his freezers full of bugs

Insects may be small, but they can wreak havoc on the environment or on a country’s 
economy. Mark Hoddle, director of the Center for Invasive Species Research at the  
University of California, Riverside, travels the world, studying and battling insects that 
devour key exports or ecologically significant plants. Hoddle stores samples in his lab  
so he can study their DNA and donate them to research collections. He also sometimes 
traps bugs ahead of time—before they cause problems in the U.S.—and holds on to them 
for future reference. “It’s hard to predict what the next invasive pest is going to be,” he 
says. “This way, when they show up, I’ve got them marked as a target.” —Anna Kuchment 

coconut  
RhInoceRos Beetle

(�Oryctes rhinoceros )

Mark hoddle gathered 
this bug as it attacked a  
newly planted palm tree 
in sumatra, indonesia.  
a major pest of coconut 
palms, it hasn’t arrived 
stateside, but hoddle  
is prepared: he has  
its dna for rapid 
identification. 

AvocAdo  
seed moth 

(� Stenoma catenifer )

avocado seed moth  
caterpillars drill holes into 
avocados, turning their 
insides to mush. working 
in guatemala, Peru and 
Mexico, the moths’ native 
range, hoddle and his 
colleagues gathered the 
insects’ sex pheromones, 
which could serve as an 
early-warning system to 
signal their arrival here. 
he also collected their 
natural enemies, which 
could be released in the 
future to control the pests 
should they become  
established in California.

Goldspotted 
oAk BoReR

(�Agrilus auroguttatus)

native to southern arizona, 
the oak borer has invaded 
California with disastrous 
results: it has killed up to 
80,000 oak trees in the 
Cleveland national forest 
in san diego County.  
hoddle believes campers 
spread it unwittingly by col-
lecting firewood in Arizona 
and driving it to California.

coconut pAlm weevIl 
(� Rhynchophorus vulneratus)

this palm tree killer likely arrived in Lagu-
na Beach, Calif., from Bali, indonesia, says  
hoddle, who has studied the bugs’ dna.  
he suspects a traveler brought the insects  
to the U.s. as food (people in indonesia  
eat them), tried breeding them at home  
and then let them go. 

Photographs by Spencer Lowell
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Art from Above
Satellite surveillance could protect heritage sites 

The Citadel of Aleppo (aerial 
view at right) rises above the 
old city in northern Syria and 
contains the remains of pal-
aces, mosques and bathhous-
es dating back to the 10th 
century B.C. This World Heri-
tage site has been threatened, 
however, by the country’s civ-
il war between rebels and the 
military of President Bashar 
al-Assad. 

Armed conflicts and natu-
ral disasters threaten human 
life and cultural sites, but put-
ting feet on the ground to 
assess damage can prove im -
possible. Instead experts are 
wielding satellite technology 

to monitor and protect en -
dangered museums, monu-
ments and other places of his-
torical importance. The Inter- 
national Council of Museums 
(ICOM) first teamed up with 
the United Nations Institute 
for Training and Research’s 
Operational Satellite Applica-
tions Program (UNOSAT) to 
report on the South Ossetia 
region during the 2008 Geor-
gia-Russia War. UNOSAT 
leverages a network of public-
ly and privately owned satel-
lites to capture the view from 
above. With those images and 
coordinates of the area’s cul-
tural sites, ICOM drew up a 

house-by-house assessment in 
just 24 hours. ICOM has since 
used satellites to survey dam-
age to ancient mausoleums in 
Timbuktu during the 2012 
civil war in Mali and plans to 
use them to assess destruc-
tion caused by the 2010 earth-
quake in Haiti. 

Intervention may not be 

possible in regions where con-
flict still rages, but satellite 
technology and image analysis 
can give the council enough 
information to raise interna-
tional awareness, appeal to 
combatants on the ground and 
make a plan for rehabilitation 
once the fighting stops.  
 —�Marissa Fessenden
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conservation

Cull of  
the Wild

Microscopic predators  
join the hunt for  

wolves in the Rockies

Two years after Congress removed gray 
wolves from the endangered species list 
in the northern Rockies, the animals 
are facing a new threat: disease. Out-
breaks of infections such as sarcoptic 
mange, which is spread by mites, and 
canine distemper virus (CDV), have 
reduced wolf survival rates and con-
tributed to an overall decline in Yel-
lowstone National Park wolves. 

Until recently, wolf populations  
in Yellowstone had been on a steady 
upswing. In 1995 park managers 
brought in 31 gray wolves from Canada 
to restore a population that had been 
virtually wiped out by hunting and 
other forms of depredation. (Montana 
veterinarians introduced the mange-
carrying mite Sarcoptes scabiei to Yel-
lowstone in 1905 in an effort to extir-
pate the wolves.) The most recent 
count put the regional wolf population 
at 1,727 in 2011, well above the lower 
limit set by federal agencies. 

The Yellowstone wolves may be par-
ticularly susceptible to disease because, 
as transplants, they are relatively new 
to their environment. And wolf pups 
are the most at risk: only 16 survived 
this year, down from 34 in 2011. 

Although scientists do not believe 
the illnesses pose a threat to the 
wolves’ long-term survival, the new 
data may spur managers to tweak con-
servation plans. Wyoming has already 
reduced its hunting quota from 52 to 
29, which experts say is a step in the 
right direction but may not be enough 
to shield the population from chance 
disturbances, be they trophy hunts or 
diseases. “Whether this is enough of a 
reduction will be evaluated following 
the next hunt,” which begins in Decem-
ber, says Emily Almberg, a graduate 
ecology student at Pennsylvania State 
University who studies the wolves.   
 —�Shruti Ravindran

Drew Brees, NFL quarterback, co-chair of the President’s Council on Fitness, Sports & Nutrition
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Frothy 
Physics
A new mathematical model 
describes the complex  
evolution of bubbly foams

Few of us have not paused at one time or 
another to marvel at the beauty of a soap 
bubble. The iridescent, evanescent orbs, 
which can persist for minutes before vanish-
ing in an instant, have captivated bubble-
blowing children and pensive bathtub reclin-
ers alike.

They have also caught the eye of physicists 
and mathematicians, who have strived for 
hundreds of years to understand and predict 
the properties of bubbles at a fundamental 
level. Clusters of multiple bubbles carry a par-
ticular mathematical allure: they obey a series 
of geometric rules (such as bubble surfaces 
always meeting at certain angles) and behave 
as a kind of rudimentary computer, constantly 
shifting and rearranging to solve an optimiza-
tion problem—how to limit the surface area of 
the bubbles.

Now a computer model that describes the 
behavior of ensembles of bubbles—better 
known as foams—may give researchers a bet-
ter handle on bubble physics, which could in 
turn lead to better fire retardants, bicycle hel-
mets and other foam-based products.

The new model, devised by two mathema-
ticians at the University of California, Berkeley, 
breaks down the evolution of a foam into three 
discrete stages: First the foam rearranges its 
macroscopic structure as surface tension and 
the flow of air push the bubbles around until 

the foam settles into a stable 
configuration. Then liquid drains 
from the thin membranes, 
known as lamellae, that encase 
the individual bubbles until one 
of those lamellae is too weak to 

support the bubble. Finally, in the 
third stage, the thinned lamella 

breaks and the bubble pops, knock-
ing the entire foam out of equilibrium 

and starting the process over. The research 
appeared in the May 10 issue of Science.

Each of the three stages of foam evolution 
plays out on its own scale of space and time. 
The microscopic thinning of a bubble’s lamel-
lae, for example, takes place very slowly, some-
times over hundreds of seconds, explains study 
co-author James Sethian, professor of mathe-
matics at U.C. Berkeley. Then the rupture of 
those lamellae “happens at hundreds of meters 
per second,” he adds. One of the hurdles in sim-
ulating the dynamics of a foam is capturing the 
requisite detail of the small-scale processes 
without bogging down the simulation on less 
salient details.

The solution put forth by Sethian and his 
co-author Robert Saye treats each scale differ-
ently—in effect, zooming in on the small-scale 
processes when they occur and zooming back 
out during the slower, macroscopic processes. 
“You can deal with them separately and then 
couple them together,” says physicist Denis 
Weaire of Trinity College Dublin. The end 
results of each stage of the simulation feeds 
into the next stage in a feedback loop—the 
macroscopic motions of bubbles in a foam 
influence the microscopic draining of fluid from 
lamellae, which in turn triggers the rapid rup-
ture of a thin lamella, thereby setting the bub-
bles in motion once more. But the simulation 
handles each of those processes in isolation. “It’s 
way beyond anything we’ve attempted before,” 
Weaire says.

Relatively static foams, such as the bubbles 
in a head of beer—“foams that are just sitting 
there”—have been studied extensively, Weaire 
remarks. But there has been little progress on 
foams in flux, he adds, since he and a co-author 
published more than a decade ago a book 
called The Physics of Foams, in which they urged 
colleagues to advance the understanding of 
dynamic processes. The new work “is a step in 
that direction. It is a first step.” He notes that the 
model has some limitations, such as dealing 
only with so-called dry foams—those with rela-
tively low liquid contents.  —John Matson 

Illustrations by Thomas Fuchs
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Pat e n t  Wat c h

Apparatus for underwater envi-
ronmental energy transfer with a 
long lead zirconate titanate trans-
ducer: Buoys bobbing in the ocean do 
more than just mark navigational hazards. 
They help researchers track water and 
wind conditions, aid weather forecasters, 
listen for whale song and help the military 
detect underwater vehicles. Most buoys 
use batteries for power, but engineers have 
long tried to harness the crashing, roiling 
power of waves. Waves, however, do not 
move turbines fast enough to generate 
consistent current. 

Instead build the buoy out of power-
generating material, says Derke R. Hughes, 
a senior research engineer at the U.S. 
Navy’s Naval Undersea Warfare Center. 
So-called piezoelectric compounds 
develop voltage when compressed.  
The compounds have a crystal-lattice 
structure with positive and negative poles. 
Under pressure, enough of the crystals 
align to produce a flow of charged 
particles or electricity. 

Patent no. 8,274,167 describes a buoy 
that generates its own power. The floating 
section of the buoy is connected to a long 
cable anchored to the ocean floor or a 
weight. The cable has a core made of 
piezoelectric lead zirconate titanate, a 
chemical compound first synthesized at the 
Tokyo Institute of Technology. As currents 
flow around the cable, microeddies move  
it like the “strumming of a guitar string,” 
Hughes says. The power generated de -
pends on the cable’s length and tension, 
but it theoretically could be enough to 
power a sonar array. Could a farm of buoys 
generate the megawatts needed for power 
back on land? “You could envision running 
enough of them together in a series,” 
Hughes says. “It’s just a matter of doing it 
right.” The buoy has yet to be prototyped, 
so for now the idea is just on paper.  
 —�Marissa Fessenden
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ANTHROPOLOGY

Streams of 
Consciousness
A researcher documents 
people’s internal monologues 

On any given day,  millions of conver-
sations reverberate through New 
York City. All these conversations are 
matched in number and complexity by 
much more elusive discourses. Even 
when speaking with others—and espe-
cially when alone—we continually talk 
to ourselves in our heads. 

Psychologists have attempted to cap-
ture what they call self-talk or inner 
speech in the moment, asking people to 
stop what they are doing and write 
down their thoughts at random times. 
Others have relied on surveys or diaries. 
Andrew Irving, an anthropologist at the 
University of Manchester in England, 

recently recorded the inner dialogues of 
people walking in New York City. He 
approached strangers, asked them to 
wear a microphone headset attached 
to a digital recorder and speak their 
thoughts aloud as he followed closely 
behind with a camera.

“I was surprised by how many said 
‘yes,’” Irving says—about 100 in all. By 
overlaying the recorded audio onto the 
videos, he has created portraits of indi-
vidual consciousnesses on a particular 
day in New York.

Of course, people sometimes speak 
into the microphone as though trying to 
entertain someone else. And getting 
people’s inner speech on tape captures 
only linguistic forms of thought, neglect-
ing the kind of thinking that happens 
in images and scenes. Still, Irving’s vid-
eos are permanent records of fl eeting 
thoughts, of dynamic mental processes 
unfurling in real time.

In one video, a young woman named 
Meredith walks along Prince Street in 
downtown Manhattan. She briefl y won-
ders if there is a Staples store nearby 
before reminiscing about a recent visit to 
her friend Joan, whom, we learn, has 
cancer. Meredith contemplates her 
friend’s situation for the next two min-
utes, tearing up at the thought of “New 
York without Joan.” Abruptly, she notic-
es a café where she used to sit and peo-
ple watch, laments how it has changed 
and resumes her search for a Staples. 

Meredith’s meandering thoughts 
recall Clarissa Dalloway’s roaming mind 
in Virginia Woolf’s novel  Mrs Dalloway.  
Woolf would likely have adored Irving’s 
videos. She wanted to write about “an 
ordinary mind on an ordinary day.” 
 — Ferris Jabr

 Adapted from Brainwaves at blogs.
Scientifi cAmerican.com/brainwaves

Best of the Blogs

ENTOMOLOGY

Don’t Pince Me, Please
Two remarkable insects—one with giant genital forceps—
join a list of new fi nds 

Researchers working in Brazil  have discovered a new species 
of forcepfl y with enormous genital pincers (right), bringing the total 
number of known species in this family to three. And in Costa Rica 
a new fairyfl y has been found: at 250 microns long, it is invisible to 
the naked eye and one of the smallest insects in the world. 

Entomologist Renato Machado of Texas A&M University and 
his colleagues described the new forcepfl y, a pale, golden-colored 
insect, in February in the journal  ZooKeys  .  The team named it 
 Austromerope brasiliensis,  after its home near the Atlantic Forest 
of south eastern Brazil. Almost nothing is known about the biology 
of the nocturnal and secretive forcepfl y. Scientists are not really sure 
how it lives, what it eats, how it mates or what its larvae look like. 
Most researchers assume that the males use their extraordinarily 
large terminal forceps to grip the females during copulation or to 
fi ght male rivals.

John Huber of Natural Resources Canada and John S. Noyes 
of the Natural History Museum in London named the new species 
of fairyfl y  Tinkerbella nana,  after the fairy and the dog from  Peter Pan.  

Happily,  nana  happens to be 
derived from nanos, the Greek word 
for “dwarf.” Huber and Noyes described the 
species’ light coloring, which includes yellows, browns and white, 
and spectacular wings, covered in delicate, long bristles called 
macrochaeta, in April in the  Journal of Hymenoptera Research.  
The team suggests that this type of wing could help the fairyfl y 
reduce drag and turbulence while in the air—fairyfl ies fl ap their 
tiny wings hundreds of times per second to keep aloft.

Though distinct in enough ways to earn itself a place in a 
new genus, T. nana is closely related to the world’s smallest known 
winged insect,  Kikiki huna,  which is 158 microns long—about as 
small as a winged insect can be. Huber remarks, “If we have 
not already found them, we must surely be close to discovering 
the smallest insects and other arthropods.” —Becky Crew

 Adapted from Running Ponies at blogs.Scientifi cAmerican.com/
running-ponies
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A Star’s Last Breath
Supernova dust fell to Earth in Antarctic meteorites

Two primitive meteorites 
collected in Antarctica 
appear to contain grains 
of silica—the stuff  of 
quartz and sand—
forged in a stellar 
explosion that 
predates the birth 
of the solar system. 
In fact, some re -
searchers believe 
that it was just such 
an explosion, or super-
nova, that triggered the 
solar system’s formation from 
a cloud of dust and gas billions of 
years ago. Whether or not the Antarctic 
meteorites contain a record of that fateful 
cataclysm, they do contain a supernova 
by-product that has never before been 
found on Earth.

Presolar grains stand out from the rest 
because of their unusual mix of chemical 
isotopes, “which cannot be explained by any 
known process acting in the solar system,” 
according to a study in the May 1 issue of 
Astrophysical Journal Letters.  Only nuclear 
reactions within stars can explain the grains’ 
composition. Some presolar grains in the 
nascent solar system’s cloud spilled from 
nearby supernovae, and some seem to have 
arrived on winds expelled from aging stars.

In the new study, Pierre Haenecour of 
Washington University in St. Louis and his 

colleagues analyzed two 
meteorites collected in 

Antarctica in 2003. Both 
harbor presolar grains 

of silica (SiO2), the 
researchers found, 
as evidenced by 
the grains’ enrich-
ment in a heavy 
isotope of oxygen 

known as oxygen 18. 
That signature points 

to the grains’ formation 
in a type II super nova—the 

explosion initiated by the col-
lapse of a massive star’s core. Other 

scientists had spotted pre solar silica in mete-
orites before, but those grains had diff erent 
isotopic signatures that indicated that they 
came from an aging star called an asymp-
totic giant branch (AGB) star rather than 
from a supernova.

Amassing and analyzing these presolar 
grains is more than just an exercise in in -
terstellar history—a shock wave from a 
nearby supernova or the gentler expulsions 
of an AGB star could have stirred a cloud of 
dust and gas to collapse into the system 
of sun and planets that we inhabit today. 
Collecting presolar detritus allows astro-
physicists a glimpse into the violent inner 
workings of dying stars and may ultimately 
help pinpoint just how the solar system 
came to be. — John Matson

B Y  T H E  N U M B E R S 

77 Percentage  of Republicans who support the 
Corporate Average Fuel Economy (CAFÉ) standards, 

requiring an automaker’s fl eet to average 35 miles per gallon 
by 2017 and 54.5 mpg by 2025.

87 Percentage  of Independents who support CAFÉ standards.
92 Percentage  of Democrats who support the standards.
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Lights,  
Camera,  
Atoms
IBM creates  
the world’s  
tiniest movie 

What is the “final fron­
tier”? Star Trek fans  
will tell you it’s space. 
IBM, however, is think­
ing much smaller.

The company’s 
research division re ­
leased a stop­motion 
movie in May whose 
main character is a stick 
figure only a few atoms 
in size. A Boy and His 
Atom is the story, not 
surprisingly, of a charac­
ter named Atom who 
befriends a single atom 
and proceeds to play 
with his new friend by 
dancing, playing catch 
and bouncing on a tram­
poline. The per formance 
marks a break through  
in scientists’ ability to 
capture, position and 
shape individual atoms 
with precision using 
temperature, pressure 
and vibrations.

“Think of this as Clay­

mation—you shape your 
Wallace and Gromit, put 
them in your scene and 
take a picture of it,” says 
Andreas Heinrich, prin­
cipal invest igator at  
IBM Research. “Then 
you change the position 
of the characters and 
take another picture.” 
Heinrich and his team 
arranged and rearranged 
atoms to create 242 dis­
tinct frames, then later 
stitched them together 
to make their movie, 
which Guinness World 
Records has certified as 
the tiniest stop­motion 
film ever made.

Each of the dots used 
to make the character  
is actually a molecule of 
carbon monoxide resting 
on a copper surface, 
framed so that the audi­
ence can see only the  
oxygen atoms. The re ­
searchers used a two­ton 
scan ning tunneling mi ­
croscope to magnify the 
atoms’ surfaces more 
than 100 million times. 
The micro scope features 
an extremely sharp nee­
dle that the scientists 
used to move the mole­
cules to specific loca­
tions. This ability to 
manipulate individual 

atoms has big implica­
tions for the future of 
computing and commu­
nications. “We’re inter­
ested in exploring data 
movement and storage 
at the atomic scale,” the 
stuff of quantum com­
puting, Heinrich says. 
Whereas a classic com­
puter uses bits—a 0 or  
a 1—to store information, 
a quan tum computer  
lets you—in principle at 
least—have a 0 and a 1  
at the same time in a 
quantum bit (or a qubit). 
Quantum computers 
could calculate faster 
than computers using 
classic bits, he says, add­
ing that his laboratory’s 
mission is to determine 
whether atoms can 
some day be harnessed 
for computation and 
data storage.

IBM sees the movie 
as one way of introduc­
ing the general public  
to this type of work. 
Although the story is 
told “in the language of 
science,” Heinrich notes, 
it does not necessarily 
tell a scientific story:  
“It tells a human story  
of a boy dancing with  
his friend.” 
 —Larry Greenemeier

Still from  
A Boy and His Atom

Defend the vital  
“wall of separation  

between church and state.”

Support FFRF, the 
nation’s largest association of free-
thinkers (atheists, agnostics), working 
to keep religion out of government.

Ask for a free issue of  
our newspaper,  

J Freethought Today J
Join today at 1-800-335-4021

Freedom
from Religion

foundation
FFRF.ORG.reasonmustprevail
FFRF is a 501(c)(3) educational charity 

THEOCRACY
ALERT!
Religious WaR

J against J 

MaRRiage 
equality

O  The bible calls homosexuality “an 
abomination”: “their blood shall 
be upon them” (Source: Leviticus 20:13 )

O  31 states have adopted consti-
tutional amendments banning 
same-sex marriage, at the behest 
of religious lobbies    (Source: Maureen

 Dowd, New York Times 3/31/13)

O  Only 16 states bar discrimination 
based on sexual orientation or 
gender identity    (Source: Human Rights

 Campaign)

Polls show more Ameri-
cans support than oppose same-sex 
marriage. Yet many religious groups 
would impose their dogmas on the 
rest of us.

There’s no reason to keep hating. 
Protect against religious  
intrusion into civil liberties. 
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The Science of Health by Carina Storrs

Carina Storrs  is a freelance science and 
health writer whose work has appeared 
in Popular Science, The Scientist and 
Health.com, among other publications.

Illustration by Shannon Freshwater

Do CT Scans 
Cause Cancer?
Researchers reevaluate the safety 
of radiation used in medical imaging

Ever since physicians  started regularly ordering CT (computed 
tomography) scans four decades ago, researchers have worried 
that the medical imaging procedure could increase a patient’s 
risk of developing cancer. CT scanners bombard the human 
body with x-ray beams, which can damage DNA and create mu -
tations that spur cells to grow into tumors.

Doctors have always assumed, however, that the benefi ts out-
weigh the risks. The x-rays, which rotate around the head, chest 
or another body part, help to create a three-dimensional image 
that is much more detailed than pictures from a standard x-ray 
machine. But a single CT scan subjects the human body to be -
tween 150 and 1,100 times the radiation of a conventional x-ray, 
or around a year’s worth of exposure to radiation from both nat-
ural and artifi cial sources in the environment. 

A handful of studies published in the past decade have rekin-
dled concerns. Researchers at the National Cancer Institute esti-

mate that 29,000 future cancer cases could be attributed to the 
72 million CT scans performed in the country in 2007. That in -
crease is equivalent to about 2 percent of the total 1.7 million 
cancers diagnosed nationwide every year. A 2009 study of medi-
cal centers in the San Francisco Bay Area also calculated an ele-
vated risk: one extra case of cancer for every 400 to 2,000 rou-
tine chest CT exams .

The reliability of such predictions depends, of course, on how 
scientists measure the underlying link between radiation and 
cancer in the fi rst place. In fact, most estimates of the excess can-
cer risk from CT scans over the past several decades rely largely 
on a potentially misleading data set: cancer rates among the 
long-term survivors of the atomic bomb blasts in World War II. 

“There are major concerns with taking the atomic bomb survi-
vor data and trying to understand what the risk might be to peo-
ple exposed to CT scans,” says David Richardson, an associate pro-
fessor of epidemiology at the University of North Carolina Gillings 
School of Global Public Health who has done research on the 
atomic bomb survivors.

About 25,000 atomic bomb survivors were exposed to rela-
tively low doses of radiation comparable to between one and 
three CT scans. The number of cancer cases that developed 
over the rest of their lives is not, however, large enough to pro-
vide the necessary statistical power to reliably predict the can-
cer risk associated with CT scans in the general population 
today. Given these di�  culties, as well as renewed concerns 
about radiation levels and the lack of mandatory standards for 
safe CT exposure (in contrast to such procedures as mammog-
raphy), a dozen groups of investigators around the world have 
decided to reevaluate the risk of CT radiation based on more 
complete evidence.

A growing number of clinicians and medical associations 
are not waiting for defi nitive results about health risks and 
have already begun fi guring out how to reduce radiation levels. 
Two radiologists at Massachusetts General Hospital, for exam-
ple, think that they can decrease the x-ray dosage of at least one 
common type of CT scan by 75 percent without signifi cantly 
reducing image quality. Likewise, a few medical associations 
are trying to limit superfl uous imaging and prevent clinicians 
from using too much radiation when CT scanning is necessary.

 OUTDATED DATA
FOR OBVIOUS ETHICAL REASONS , researchers cannot irradiate people 
solely to estimate the cancer risk of CT. So scientists turned to 
data about survivors of the atomic bombs dropped on Hiroshima 
and Nagasaki in August 1945. Between 150,000 and 200,000 peo-
ple died during the detonations and in the months following 
them. Most individuals within one kilometer of the bombings 
perished from acute radiation poisoning, falling debris or fi res 
that erupted in the immediate aftermath of the attack. Some peo-
ple within 2.5 kilometers of ground zero lived for years after expo-
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sure to varying levels of gamma rays, from a 
high end of more than three sieverts (Sv)—
which can burn skin and cause hair loss—to 
a low end of five millisieverts (mSv), which 
is in the middle of the typical range for CT 
scans today (2 to 10 mSv). A sievert is an 
international unit for measuring the effects 
of different kinds of radiation on living tis-
sue: 1 Sv of gamma rays causes the same 
amount of tissue damage as 1 Sv of x-rays. 

Several years after the blasts, research-
ers began tracking rates of disease and 
death among more than 120,000 survivors. 
The results demonstrated, for the first time, 
that the cancer risk from radiation depends 
on the dose and that even very small doses 
can up the odds. Based on such data, a 2006 
report from the National Research Council 
has estimated that exposure to 10 mSv—the 
approximate dose from a CT scan of the ab -
domen—increases the lifetime risk of devel-
oping any cancer by 0.1 percent. Using the same basic informa-
tion, the U.S. Food and Drug Administration concluded that 10 
mSv increases the risk of a fatal cancer by 0.05 percent. Because 
these risks are tiny compared with the natural incidence of can-
cer in the general population, they do not seem alarming. Any 
one person in the U.S. has a 20 percent chance of dying from can-
cer. Therefore, a single CT scan increases the average patient’s 
risk of developing a fatal tumor from 20 to 20.05 percent.

All these estimates share a serious flaw. Among survivors 
exposed to 100 mSv of radiation or less—including the doses 
typical for CT scans—the numbers of cancer cases and deaths 
are so small that it becomes virtually impossible to be certain 
that they are significantly higher than the rate of cancer in the 
general population. To compensate, the National Research 
Council and others based their estimates primarily on data from 
survivors who were exposed to levels of radiation in the range of 
100 mSv to 2 Sv. The fundamental assumption is that cancer 
risk and radiation dose have a similar relationship in high and 
low ranges—but that is not necessarily true. 

Another complicating factor is that the atomic bombs exposed 
people’s entire body to one large blast of gamma rays, whereas 
many patients receive multiple CT scans that concentrate several 
x-rays on one region of their body, making accurate comparisons 
tricky. Compounding this issue, the atomic bomb survivors typi-
cally had much poorer nutrition and less access to medical care 
compared with today’s general U.S. population. Thus, the same 
level of radiation might correspond to greater illness in an atomic 
bomb survivor than in an otherwise healthy person from today. 

 Dialing Down the Dose
To conclusively deTermine the risk of low radiation doses and 
set new safety standards for CT radiation, researchers are begin-
ning to abandon the atomic bomb survivor data and directly 
investigate the number of cancers among people who have re -
ceived CT scans. About a dozen such studies from different 
countries examining rates of various cancers following CT scans 

will be published in the next few years. 
In the meantime, some researchers have 

started testing whether good images can be 
produced with radiation doses lower than 
those generated in typical CT scans. Sarab-
jeet Singh, a radiologist at Mass General, 
and his fellow radiologist Mannudeep Kal-
ra have an unusual way of conducting such 
investigations. Rather than recruiting liv-
ing, breathing human volunteers for their 
studies, they work with cadavers. In that 
way, they can scan bodies many times with-
out worrying about making people sick and 
can perform an autopsy to check whether 
the scan has correctly identified a medical 
problem.

So far the researchers have discovered 
that they can diagnose certain abnormal 
growths in the lungs and perform routine 
chest exams with about 75 percent less ra -
diation than usual—a strategy Mass Gener-

al has since adopted. Singh and Kalra are now sharing their 
methods with radiologists and technologists from hospitals and 
scanning centers across the U.S. and around the globe. 

Medical associations are stepping in to help as well. Because 
the FdA does not regulate how CT scanners are used or set dose 
limits, different centers end up using an array of radiation dos-
es—some of which seem unnecessarily high. In the past year the 
American Association of Physicists in Medicine has rolled out 
standardized procedures for adult CT exams that should rein in 
some of these outlier centers, Singh says. Furthermore, an in -
creasing number of CT facilities across the U.S. receive accredita-
tion from the American College of Radiology, which sets limits 
for radiation doses and evaluates image quality. In 2012 accredi-
tation became mandatory for outpatient clinics that accept 
Medicare Part B if the facilities want to get reimbursed for scans. 

No matter how much clinicians lower the levels of radiation 
used in individual CT exams, however, a problem remains. Many 
people still receive unnecessary CT scans and, along with them, 
unneeded doses of radiation. Bruce Hillman of the University of 
Virginia and other researchers worry that emergency room phy-
sicians in particular order too many CT scans, making quick 
decisions in high-pressure situations. In a 2004 poll 91 percent of 
ER doctors did not think a CT scan posed any cancer risk. Doc-
tors and their patients may finally be getting the message. A 2012 
analysis of Medicare data suggests that the previously rampant 
growth in CT procedures is flattening out and possibly waning. 

“The jury is still out on whether there is a small cancer risk,” 
says Donald Frush, chief of pediatric radiology at Duke Univer-
sity Medical Center. “But the safest thing is to assume that no 
amount of radiation is safe. And if we find out in 20 years that a 
little bit was not harmful, then what did we lose by trying to 
minimize the dose?” 
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ATOMIC BOMB survivors exposed 
to one sievert or more of radiation 
clearly had an increased risk of dying 
from cancer. Among survivors 
exposed to levels typical for a CT 
scan—two to 10 millisieverts (mSv)—
so few developed cancer that the 
slightly increased risk is not a statisti-
cally reliable indicator of safety.
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for the New York Times and an Emmy Award–winning 
correspondent for CBS News.

Illustration by John Hersey

In Search of  
a Mind-Reading 
Machine
How the dream of a perfectly cognizant 
computer continues to break our heart

The gadget blogs may work themselves into a frenzy over mega-
pixels and processor speed. But if you want to know what really 
dazzles the masses, consider a feature that’s rarely called out by 
name: machine recognition of real-world sights and sounds. 

The success stories in this category represent triumphs of 
computation and software. Speech transcription on laptops and 
desktop computers is awesomely accurate. Gestures on touch 
screens are generally reliable (there are, after all, a limited num-
ber of movements to recognize). The Xbox Kinect and some Sam-
sung television sets have brought us body-movement recognition. 
The handwriting recognition in Windows 7 and 8 is a hidden 
gem, whether you print or write in cursive.

Phone apps such as Shazam and SoundHound can recognize 
pop songs playing in the background—and display their titles, 
performers and album names. Google Goggles, one of Google’s 
apps for Android phones and the iPhone, attempts visual recog-
nition: snap a picture of a book cover, DVD box, wine label or 
painting, and the program instantly shows you the Google search 
results for that item. 

Software can even pick out faces in a video, and YouTube’s 
copyright-protection algorithms can compare your videos against 
known copyrighted material to make sure you’re not posting a 
video that originated from some TV network.

That’s all fantastic. When they work, sound, image and motion 
recognition really seem like magic. Unfortunately, the marketers 
realize that. They tempt us with myriad other computer-based 
recognition features that work about as well as cold fusion. 

For decades now, I’ve fallen victim repeatedly to what can only 
be called recognition-failure heartbreak syndrome (RFHS). You 
buy something, drawn by its promised ability to recognize human 
commands, and it just doesn’t work well enough to bother with. 

Remember the Clapper? As a teenager, I bought one. Some-
times your two claps turned the lamp on, and sometimes it took  
a few attempts. I bought a Whistle Switch, too. It could turn  
on your appliances by recognizing sound—in this case, a high-
pitched, squeezable whistle. Oh, it turned the lights on, all right—
but so did teakettles, squeaky ham ster wheels and sharp sneezes.

Predictably, I also fell for the Newton; $700 for handwriting 
recognition that worked maybe two out of five times. 

More recently, Samsung has been promising that its Galaxy S4 

phone can translate speech into another language, Star Trek-�style. 
Hold it up to a French speaker saying, “�Où sont les toilettes? ” and 
the phone is supposed to say, out loud, “�Where is the bathroom?”

In fact, Samsung has just added one not-there-yet recognition 
technology on top of another. The S Translator app can’t even 
recognize foreign-language speakers’ utterances, let alone con-
vert them into spoken English. (I think Samsung knows that, 
too. If S Translator worked, it would be a headline in the ads, not 
just a bullet point.) 

How many times will we get our hopes up before we start giv-
ing up on these features altogether? How many products will we 
return before manufacturers start to polish these technologies a 
little more before advertising their “�miraculous” abilities?

Look, I sympathize; software-based recognition is no easy 
task. It’s not a crisp problem with one correct outcome, like a 
spreadsheet adding numbers together. You are asking the soft-
ware to process fuzzy, vague, variable inputs: sounds, pictures, 
movements, scrawls. That’s why recognition isn’t 100 percent. It’s 
not consistent. No wonder it so often disappoints us. 

Maybe a few more decades of better sensors, faster proces-
sors, bigger data sets and experimentation will finally bring us 
relief from continuous RFHS. 

In the meantime, perhaps both electronics companies and 
their customers should do a little recognizing of their own: 
ma chine recognition of our world is exciting but still evolving. 

SCIENTIFIC AMERICAN ONLINE  
Eight near-magic recognition apps: ScientificAmerican.com/jul2013/pogue
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The galaxy is teeming with planets. Scientists are straining to peer into            their atmospheres to seek signs of extraterrestrial life 
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The galaxy is teeming with planets. Scientists are straining to peer into            their atmospheres to seek signs of extraterrestrial life 

By Michael D. Lemonick
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Michael D. Lemonick is a writer at Climate Central,  
a nonprofit news site, and author of Mirror Earth: The Search 
for Our Planet’s Twin (Walker Books, 2012). For 21 years he 
was a science writer for Time magazine.

i n  b r i e f

Common wisdom once held that it would be nearly 
impossible to investigate the atmospheres of distant 
exoplanets—the glare from their parent star would 
be too bright.

Yet once scientists began to study exoplanets as they 
passed behind their star, they realized that the result-
ing change in stellar brightness could provide clues to 
what the atmospheres are made of.

Astronomers are now using these advanced tech-
niques to detect atoms and molecules of exoplanetary 
atmospheres. they hope to soon extend their search 
to molecules that will provide evidence of distant life.

It was there that Geoffrey W. Marcy, an observer then at San 
Francisco State University, announced that he and his observ-
ing partner, R. Paul Butler, then at the University of California, 
Berkeley, had discovered the second and third planets ever 
found orbiting a sunlike star. The first such planet, 51 Pegasi b, 
had been announced by Michel Mayor and Didier Queloz of the 
University of Geneva a few months earlier—but a single detec-

tion could have been a fluke or even a mistake. Now Marcy was 
able to say confidently that it had been neither. “Planets,” he 
told the crowd, “aren’t rare after all.”

The a n nouncement shook the world of astronomy. Almost 
nobody had been looking for planets because scientists were 
convinced they would be too hard to find. Now, after searching a 
mere handful of stars, astronomers had discovered three worlds, 
suggesting billions more waiting to be found. 

If Butler and Marcy had merely settled a question on plane-
tary formation theory, their discovery would not have been 
such a big deal. But it showed unequivocally that so-called 
extrasolar planets did exist and, with them, the possibility of 
answering a question that had vexed philosophers, scientists 
and theologians since the time of the ancient Greeks: Are we 
alone in the universe? 

After the initial celebration, scientists settled down to figur-
ing out exactly how they were going to investigate the prospect 
of even a rudimentary form of life on a planet orbiting an alien 
sun. Short of picking up an extraterrestrial broadcast, à la Jodie 
Foster in the movie Contact, the only way to find out would be 
to search extrasolar planets for atmospheric biosignatures—
evidence of highly reactive molecules such as oxygen that 
would quickly disappear unless some kind of metabolizing 
organisms were replenishing the supply. 

Marcy, Mayor and their colleagues had seen only the gravita-
tional effect the planets had on their parent star; to detect a bio-
signature, you would need to image an exoatmosphere directly. 
To do this, NASA planned to launch an increasingly powerful 
series of space telescopes, a program that would culminate in an 
orbiting telescope called the Terrestrial Planet Finder Interfer-
ometer that would cost billions of dollars and fly sometime in 
the 2020s. In short, astronomers knew that they wouldn’t be 
learning anything about exoplanet atmospheres anytime soon.

They were wrong. The discovery of those first few exoplan-
ets inspired an entire generation of young scientists to get into 
what was suddenly the hottest specialty in astrophysics. It con-
vinced many of their older colleagues to switch into exoplane-
tology as well. This sudden influx of brainpower led to fresh 

Nobody who 
was there  
at the time,  
from the  
most seasoned  
astrophysicist  
to the most  
inexperienced 
science reporter,  
is likely to  
forget a press  
co n ference at 
the American 
Astronomical  
Society’s winter 
meeting in San 
Antonio, Texas,  
in January 1996. 
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ideas for investigating exoplanet atmospheres and sped things 
up dramatically. By 2001 observers had identified sodium in the 
atmosphere of one exoplanet. Since then, they have identified 
methane, carbon dioxide, carbon monoxide and water as well. 
They have even found indirect hints, by examining exoplanet 
atmospheres, that some planets may be partly made of pure 
diamond. “At this point,” says Heather Knutson, a California 
Institute of Technology astrophysicist who was involved in 
many of these pioneering observations, “we’ve learned some-
thing about the atmospheres on the order of 30 to 50 planets—
if you count stuff that’s not yet published.” 

These discoveries are still a long way from providing evi-
dence of life—no surprise, since most of the worlds Knutson is 
talking about are hot, Jupiter-like planets that hug their star 
more tightly than fiery Mercury orbits the sun. Increasingly, how-
ever, Knutson and other observers have begun to probe the atmo-
spheres of smaller planets, so-called super-Earths, which are 
between two and 10 times as massive as our home planet—some-
thing that nobody could have imagined just a decade ago. The 
announcement in April that the Kepler space telescope had found 

two planets less than twice Earth’s 
size, both in orbits where tempera-
tures might permit life to survive, 
was one more hint that life-friendly 
worlds are almost certainly plentiful. 
So while these planets, named Kepler 
62e and 62f, are too distant to study 
in detail, astronomers are convinced 
it won’t be many more years before 
observers can look for biosignatures 
in the atmospheres of planets that 
are essentially twins of Earth.

The Parking-LoT PLaneT
Astronomers assumed it would take 
decades to start looking at planetary 
atmospheres because the first hand-
ful of exoplanets were discovered in -
directly, through the influence each 
had on its parent star. The planets 
themselves were invisible, but be -
cause each star and planet orbit a 
mutual center of gravity, the gravita-
tional tug of the planet makes the 
star appear to wobble in place. 
When a star moves toward us, its 
light subtly shifts toward the blue 
end of the visible-light spectrum; 
when it moves away, the light shifts 
to the red. The degree of shifting 
tells observers the star’s radial veloc-
ity, or how fast it moves toward and 
away from Earth, which in turn tells 
us how massive the exoplanet is.

Another option for finding plan-
ets was also available, however. If 
the invisible planet’s orbit were per-
fectly edge-on as seen from Earth, 
the planet would pass directly in 

front of its star, in what is known as a transit. Yet at the time of 
those first discoveries nearly two decades ago, few astrophysi-
cists were thinking about transits at all, simply because the 
search for planets was itself so far out on the fringe. (A notable 
exception was William J. Borucki of the NASA Ames Research 
Center, whose Kepler spacecraft would eventually find transit-
ing objects by the thousands.) 

A few years later, in 1999, Timothy W. Brown, then at the 
National Center for Atmospheric Research, and David Char-
bonneau, at the time a graduate student at Harvard University, 
set up a tiny, amateur-size telescope in a parking lot in Boulder, 
Colo., and saw an exoplanet transit for the first time. The plan-
et was HD 209458b, which had been detected earlier by the 
radial-velocity technique. Weeks later Gregory W. Henry of Ten-
nessee State University, working with Marcy, watched the same 
planet transiting its star. Both teams have been given equal 
credit for the discovery because the two detections were pub-
lished simultaneously.

The successful detection of transits not only gave astronomers 
a second way to find exoplanets, it also gave them a way to mea-

solar eclipse:� The Spitzer Space Telescope can detect the minute change 
in brightness that happens when a planet passes behind its host star. 
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sure their density. The radial-velocity technique had revealed HD 
209458b’s mass. Now astronomers knew how physically large it 
was because the amount of starlight a planet blocks is directly 
proportional to its size. (Dividing its mass by its size showed HD 
209458b to be 38 percent larger than Jupiter even though it is 
only 71 percent as massive, an unexpected result that Princeton 
University astrophysicist Adam Burrows calls “an ongoing prob-
lem to explain.”)

By this time a number of astrophysicists had realized that 
transits also made it possible to study an exoplanet’s atmo-
sphere, in what Knutson calls a “wonderfully clever shortcut.” 
Even before the first transit was reported, in fact, Sara Seager, an 
astrophysicist at the Massachusetts Institute of Technology, who 
at the time was Charbonneau’s fellow grad student at Harvard, 
had co-authored a paper with her adviser, Dimitar D. Sasselov, in 
which they predicted what an observer should see as light from  
a star passed through a planet’s atmosphere when the planet 
moved across the star’s face [see “Planets We Could Call Home,” 
by Dimitar D. Sasselov and Diana Valencia; Scientific American, 
August 2010]. Physicists have long known that different atoms 
and molecules absorb light at different wavelengths. If you look 
at planets in a wavelength that corresponds to the molecule you 
are searching for, any atmospheres containing that molecule will 
absorb the light. The wispy planetary atmosphere will become 
opaque, making the planet appear larger. 

Seager and Sasselov suggested that sodium would be espe-
cially easy to detect. “Sodium is like skunk scent,” Charbonneau 
says. “A little bit goes a long way.” He knows this better than 
anyone: in 2001 Charbonneau, Brown and their colleagues went 
back to HD 209458b, their original transiting planet, not with a 
puny amateur telescope but with the Hubble Space Telescope. 
Sure enough, the sodium signal was there, just as predicted.

ToTal EclipsE
astronomers also realized that there was a second, comple-
mentary way to inspect the atmospheres of transiting planets. 
When a planet passes in front of its star, it presents its night-
side to the observer. At other times, it shows at least part of its 
dayside, and just before the planet goes behind the star, the 
dayside is facing Earth. Although the star is far, far brighter, the 
planet itself also glows, mostly in the infrared. 

That glow vanishes abruptly, however, when the planet 
moves behind the star; its contribution to the combined light of 
planet and star vanishes. If astrophysicists can do a before-and-
after comparison, they can deduce what the planet alone would 
look like [see box on opposite page]. “It changes the nature of the 
problem,” Knutson says. “Instead of having to detect a very faint 
thing close to a very bright thing, all you have to do is measure 
signals that change with time.” As early as 2001, L. Drake Dem-
ing, then at the NASA Goddard Space Flight Center, aimed an 
infrared telescope on Hawaii’s Mauna Kea at HD 209458b in an 
attempt to see this so-called secondary eclipse, but, he says, he 
couldn’t make a detection.

He knew, however, that the Spitzer Space Telescope, scheduled 
for launch in 2003, would almost certainly be able to make such 
an observation, as did Charbonneau. Both astrophysicists, unbe-
knownst to each other, applied for time on Spitzer to make the 
observations. Both got the time and took their data. Then, one day 

in early 2005, Deming recalls, he got a voice message: “Drake, this 
is Dave Charbonneau of Harvard,” the voice said. “I hear you made 
some interesting observations lately. Maybe we should talk.”

It turned out that Deming (working with Seager) and Char-
bonneau had independently made the first secondary-eclipse 
detections in history, at virtually the same time, using the same 
observatory. The two groups announced their results for two dif-
ferent stars—the much-worked-over HD 209458b in Deming’s 
case and a planet named TrES-1 in Charbonneau’s—simultane-
ously. A year later Deming’s team detected the secondary eclipse 
of a planet called HD 189733b. “This,” wrote Seager and Deming 
in a 2010 review article, “unleashed a flood of secondary eclipse 
observational detections using Spitzer. . . .  It is accurate to say 
that no one anticipated the full magnitude and stunning impact 
of the Spitzer Space Telescope as a tool to develop the field of exo-
planet atmospheric studies.” In fact, Seager says, “we’re using the 
Hubble and the Spitzer in ways they were never designed to be 
used, going to decimal places they were never designed to reach.”

aTmosphEric layErs
those studies have shown a couple of things, Seager says. “This 
sounds trite in a way, but we’ve learned that hot Jupiters are 
hot. We’ve measured their brightness and temperatures,” and 
what scientists have observed is consistent with how they 
expect stars to heat their planets. “Number two,” she continues, 
“we’ve detected molecules. Now has [what we’ve found] been 
very different from what we expected? You know, not really.” 
Seager notes that physicists can straightforwardly model a ball 
of gas at some temperature made of some combination of ele-
ments and ask what kind of molecules form. “The laws of phys-
ics and chemistry are universal,” she says. 

Seager and other astrophysicists have also learned, however, 
that despite the overall similarity of exoplanet atmospheres, 
individual planets can differ in several ways. One has to do with 
how temperature changes with altitude. Some planets, such as 
Jupiter and Saturn in our own solar system, show temperature 
inversions, in which temperature rises with altitude rather 
than falling. Others do not. “The problem,” Knutson says, “is 
that we don’t know what’s causing the inversion, and we can’t 
predict, therefore, which exoplanets will and won’t have this 
feature.” Some astrophysicists suggest that exoplanets with 
inversions might have some kind of heat-absorbing molecule, 
such as titanium oxide, but so far this is just a hypothesis. 

Another question is whether certain planetary atmospheres 
are made from a different mix of molecules than others. Nikku 
Madhusudhan, now at Yale University, analyzed the visible and 
infrared signature of a planet named WASP-12b and deduced 
that its atmosphere is unusually rich in carbon, with about as 
much of that element as oxygen. 

Theory suggests that a carbon-to-oxygen ratio of more than 
0.8, if mirrored in other, smaller planets in the same system (as 
it presumably would be, given that planets in a solar system are 
thought to condense from a single disk of gas and dust), would 
lead to “rocks” made of carbides—carbon-rich minerals—rather 
than the silicon-rich silicate rocks found in our solar system. If 
that were true, an Earth-size planet in the WASP-12 system 
could have continents made of diamond. 

Seager and others have written theoretical papers suggest-
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Illustration by Mark A. Garlick

ing that there is nothing to rule out planets made largely of car-
bon or even of iron. In the case of WASP-12, however, it may not 
be correct.  Knutson says that Ian Crossfi eld of the Max Planck 
Institute for Astronomy in Heidelberg, Germany, recently found 
that the light from WASP-12 is contaminated with light from a 
fainter double star in the background. “His data perhaps seem 
to cast some doubt on the interpretation for this particular 
planet,” Knutson says. 

WATER WORLD 
BY FAR THE MOST INTENSE FOCUS  of observations has been concen-
trated on a planet known GJ 1214b, which orbits a small, red-
dish “M-dwarf” star lying about 40 light-years from Earth. Its 

proximity makes GJ 1214b relatively easy to study, and its size, 
just 2.7 times the width of Earth, makes it far closer to being 
Earth-like than the hot Jupiters found in the fi rst years of planet 
hunting. “It is everybody’s favorite super-Earth,” says Laura 
Kreidberg, a grad student at the University of Chicago who is 
leading the data analysis on one such observing project. 

GJ 1214b was found in 2009 during the so-called MEarth 
Project organized by Charbonneau to look for planets around M 
dwarfs. The idea was that small transiting planets would be eas-
ier to fi nd around these small, dim stars than around bigger 
ones, for several reasons. First, an Earth-size planet would block 
a relatively greater percentage of the small star’s light. Such a 
planet would also exert a relatively greater gravitational pull on 
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A Planetary 
Double Take 

Modern searches for extrasolar planets 
attempt to fi nd them by looking for the 
characteristic dip in brightness that 
happens when a planet passes in front 
of its parent star (right). But if you want 
to know what the planet’s atmosphere 
is made of, you have to watch for the 
second, smaller dip that happens when 
a planet passes behind its star. This 
eclipse blocks the star’s refl ected light; 
by studying the refl ection, astronomers 
can piece together the molecular com-
position of the atmosphere (below).

H OW  I T  WO R K S 

Change in apparent brightness of 
host star during primary eclipse

Find a Planet
The Kepler spacecraft has 
been staring at more than 
100,000 nearby stars 
since 2009, waiting for the 
dip in a star’s brightness 
that happens when a 
hidden planet passes 
between the star and 
Earth. These exoplanetary 
eclipses typically dim a 
star’s glow by a factor of 
one part in 10,000. 

Change in apparent brightness 
during secondary eclipse

 
Find an 
Atmosphere
Exoplanets should also 
refl ect some of their star’s 
light back toward us. 
Exactly what kind of light 
depends on the planet’s 
atmosphere, as certain 
molecules in the at mo-
sphere will absorb or refl ect 
light of specifi c wave -
lengths. As a planet passes 
behind its star, astronomers 
measure the dip in bright -
ness that happens when 
the refl ected light disap-
pears. By tracking this dip 
in many diff erent wave-
lengths, astronomers can 
reconstruct the planet’s 
atmospheric composition.  
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Gas giants: Massive planets the size of Saturn, Jupiter and above (640)

Neptunian: Smaller gaseous planets akin to Neptune (136)

Super-Earths: Between two and 10 times the mass of Earth; 
could be rocky or gaseous (69)

Terrestrial: A rocky planet 
approximately the size of 
Earth, Venus or Mars (16)

Unknown distance to the sun
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Our Crowded 
Cosmos 

Exoplanet hunters have been busy. 
Since 2011 astronomers have discovered, 
on average, about three exoplanets 
every week—a precious few of which 
lie in the “habitable zone,” where water 
could take liquid form. This chart maps 
the known cosmic neighborhood of 
861 planets by distance from our sun. 
Despite their successes, researchers 
have been able to fi nd just a minuscule 
fraction of what’s out there. 
Astronomers estimate that our 
Milky Way galaxy holds more 
than 100 billion planets.
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the star, making it easier to gauge the planet’s mass and thus its 
density. The habitable zone for a small, cool star would also be 
much closer in than it is for a hot, sunlike star, which makes 
transits more likely to be spotted (because the orbit of a close-in 
planet does not have to be so precisely aligned for it to pass in 
front of the star) . Finally, there are vastly more M dwarfs in the 
Milky Way than there are sunlike stars—about 250 of the former 
lie within 30 or so light-years of Earth, compared with only 20 
of the latter.

GJ 1214b is not quite a second Earth: it is 2.7 times wider and 
six and a half times as massive as Earth, which gives it an overall 
density in between that of Earth and Neptune. Unfortunately, as 
Charbonneau and others realized immediately after the planet 
was discovered, this density can come about in several di� erent 
ways. GJ 1214b could, for example, have a small, rocky core sur-
rounded by a huge atmosphere of mostly hydrogen. It could also 
have a bigger core surrounded by a deep ocean of water, with a 
thin, water-rich atmosphere on top. It is impossible, given the 
density alone, to distinguish between those two possibilities—
although the possibility of an ocean world is naturally more ex -
citing, given that liquid water is considered a prerequisite for, if 
not a guarantee of, life as we know it.

Yet when University of Chicago astronomer Jacob Bean ob -
served the planet in various wavelengths, hoping to see a change 
in its apparent size that would indicate just how thick the atmo-
sphere is, he saw nothing. This could mean one of two things. 
The planet could have a pu� y hydrogen atmosphere but one full 
of clouds and haze that would make it hard to detect. Or it could 
have a thin, watery atmosphere but one too thin to delineate 
with ground-based telescopes. The situation could be analogous 
to looking at a mountain range from a distance, says Kreidberg, 
who began working with Bean last year. “There may be peaks,” 
she explains, “but if you’re too far away, they might look like a 
fl at line.” 

To try to resolve the issue, Bean and his colleagues have been 
awarded 60 orbits of the Hubble; they have already begun to 
make their observations. It is not the fi rst time astronomers 
have observed GJ 1214b with the Hubble, but it is by far the 
most intensive program, and it will take advantage of the new, 
powerful Wide Field Camera 3, installed during the telescope’s 
fi nal servicing mission in May 2009. With any luck, this observ-
ing campaign will fi nally settle the question of whether GJ 1214b 
is a water world or not. 

THE HUNT FOR OXYGEN
NOW THAT ASTRONOMERS  have been in the planet-hunting busi-
ness for some time, they have begun to fi nd many more planets 
with long orbital periods. These planets are farther away from 
their stars and thus cooler than the early population of hot Jupi-
ters. “For a long time we were limited to things that were 1,500 
kelvins, 2,000 kelvins, so really quite hot,” says Caltech’s Knut-
son. In these conditions, “most of the carbon in the atmosphere 
gets bound up with oxygen, forming carbon monoxide,” she 
says. “The really interesting thing that happens as you drop 
below around 1,000 kelvins is that it switches to being incorpo-
rated into methane instead.”

Methane is especially intriguing because it could be a sign of 
biological activity—though an ambiguous one, since methane 
can be produced through purely geophysical processes. Oxy-

M O R E  T O  E X P L O R E

Planets We Could Call Home. Dimitar D. Sasselov and Diana Valencia in Scientifi c Ameri-
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Astronomers 
are convinced 
it won’t be 
many more years 
before observers 
can look for 
biosignatures in 
the atmospheres 
of planets that 
are essentially 
twins of Earth.
gen—and especially ozone, a highly reactive molecule made 
from three oxygen atoms—would be far more likely to signal the 
presence of life. It would also be extremely di�  cult to detect 
because its spectral signature is subtle, especially so in the rela-
tively small atmosphere of an Earth-size planet.

Yet for all the activity around medium-hot super-Earths, 
astronomers are still focused on the grand prize. “All of this is 
really just an exercise,” Seager says. “I mean, it’s interesting in 
and of itself, but for people like me, it’s just a stepping-stone to 
when we fi nally get from super-Earths to studying the atmo-
spheres of Earths.” 

That likely won’t happen before the James Webb Space Tele-
scope is launched into orbit, probably in 2018, and a new gener-
ation of huge, ground-based instruments, including the Giant 
Magellan Telescope and the Thirty Meter Telescope, come on-
line by about 2020. Even with those powerful instruments, Sea-
ger says, “it’s going to take hundreds and hundreds of hours” of 
observing time. It is not clear even then that it will be possible 
to detect the signature of life unambiguously; for that, observers 
might still need the Terrestrial Planet Finder, whose funding 
has been reduced so drastically that any hope of an actual 
launch date is pure guesswork at this point. 

Yet it is remarkable that, so far ahead of any schedule anyone 
dreamed of in the 1990s, Seager can even talk about the realistic 
prospect of fi nding biosignatures. We are no longer merely hop-
ing  that an alien civilization will spot us and point a message our 
way. We are actively exploring the air above distant worlds, 
searching their skies for signs that something is home . 
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SchoolS for the blind in India have helped  
find children eligible for vision-correcting surgery.
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Once Blind 
And nOw 
They See

Surgery in 
blind children  

from india 
allowS them 

to See for  
the firSt time 
and revealS 
how viSion 

workS in  
the brain

By Pawan Sinha
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 MY MOTHER USED TO KEEP A SMALL BLUE GLASS BOWL OF CHANGE NEAR 
the door of our house in New Delhi. When she went out, she 
would take a few coins as alms for the poor that one inevitably 
sees on the city’s streets. Given how quickly you can become 
desensitized to the abundance of human misery in India, I was 
always impressed by her unwavering adherence to this ritual. 

The bowl lay unused for several months as my mother battled 
cancer. When I went back to India in 2002, a year after her death , 
I noticed that it was one of the few items of hers that my father 
had saved. Little did I realize that it was going to change my life.

One wintry afternoon during my visit, while stepping out of 
the house to visit a friend, I reached in the bowl for a few coins 
and put them into my pocket. It was bitterly cold, and I was glad 
to fi nd a cab with windows that closed all the way, never a cer-
tainty in New Delhi. After a few minutes, the cab stopped at an 
in  tersection. Tra
  c was surprisingly light, and I noticed a small 
family huddled by the side of the road. I pulled out the coins, 
rolled down the window and beckoned to them. 

They slowly made their way to me, with the two children 
holding on to the woman’s sari. It was gut-wrenching to see the 
emaciated barefoot children dressed in thin cotton rags. Com-
pounding my discomfort, I noticed that the children, who must 
have been six or seven years of age, were also blind. As the small 
family stood shivering outside my cab, I could see the cataracts 
in the children’s eyes. This surprised me because I had only ever 
seen cataracts in older people. The tra
  c light turned green. I 
put the coins in the mother’s hand and watched the family disap-
pear as the cab pulled away. For the next several days, the chil-
dren’s faces haunted me. I tried to learn as much as I could about 
childhood blindness in India. What I read was shocking. 

India is home to one of the world’s largest populations of 
blind children, estimated at nearly 400,000. The visual handi-
cap, coupled with extreme poverty, greatly compromises the 
children’s quality of life; moreover, mortality rates are frighten-
ingly high. The World Health Organization estimates that up to 
60 percent of children die within one year of going blind. Less 
than 10 percent of these children receive any education. For 
blind girls, the outlook is even more dire. Many are confi ned to 
home and su	 er physical or sexual abuse. 

Distressing as these numbers are, they became even more 
disturbing to me as I read that much of the su	 ering was need-
less; blindness in nearly 40 percent of the children was treat-
able or preventable. Many youngsters, however, never receive 
medical care because the treatment facilities are concentrated 
in major cities, and nearly 70 percent of India’s population lives 
in villages. These circumstances mean that a blind child in a 
fi nancially strapped rural family is likely destined to live a dark 
and tragically short life. 

I took in these numbers with a sense of incredulousness. 
After all, I had grown up in India. How could I have remained 
unaware of this problem? And how could such things run so 
counter to the popular narrative of India as a rising economic 
superpower? I decided to make another trip to India. I visited 
villages around Delhi, in the southern state of Andhra Pradesh 

I N  B R I E F

India is home to one of the world’s largest populations 
of blind children, estimated at nearly 400,000. Many of 
these children receive no education, and girls are often 
victims of physical and sexual abuse. 

As a neuroscientist, the author decided to try to help 
cataract-stricken children and young adults gain the 
ability to see the world far beyond the age at which de-
veloping vision was deemed to be possible.

Surgery often proved a success, even for some of 
those well into their 20s. The procedure also provided 
the scientists on the author’s  team with a new under-
standing of the functioning of the visual system. 

Pawan Sinha, a professor of vision and computational 
neuroscience at the Massachusetts Institute of Technology, 
studies the mechanisms and principles by which the brain 
recognizes objects and scenes. 

neuroscience at the Massachusetts Institute of Technology, 
studies the mechanisms and principles by which the brain 
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and in the delta of the Ganges in West Bengal. The many blind 
children I met convinced me that the statistics were based in 
fact. And the desperate poverty I saw in these villages helped 
me understand why so many of them remained untreated.

My experience on that winter afternoon in New Delhi 
marked the beginnings of a personal journey that has yet to 
end. I resolved to help these blind children gain sight. And as a 
scientist, I realized that doing so presented a valuable opportu-
nity to answer one of the most challenging questions in neuro-
science: How does the brain learn to see?  

An Answer in A Question
Since my dayS in graduate School at the Massachusetts Institute 
of Technology, this question had both fascinated and frustrated 
me. How does the confusing mess of colors, brightness and tex-
tures that impinges on our retina every waking moment orga-
nize itself into a meaningful collection of objects that trans-
forms into, say, the outlines of the arms and torso of a dancing 
girl—and the crisscrossing blue and green on her plaid skirt?

The main approach for studying how the visual system 
develops involves experimenting with infants. Although it has 
yielded valuable results, it also has significant shortcomings. 
These experiments are difficult to perform. An infant’s limited 
ability to comprehend and respond and even to stay awake for 
long periods strongly limits the scope of questions that can fea-
sibly be asked. Another complicating factor is the simultaneous 
changes that can occur in related but distinct brain subsystems 
as the child grows—such as regions responsible for motivation, 
focusing attention and controlling eye movements. 

Knowing all of this, in the summer of 2002 I found myself 
grappling with two seemingly unrelated questions. How does the 
brain learn to make sense of visual information? And, with memo-

ries of my experience in New Delhi still fresh, how could I help 
provide sight-restoring surgeries to congenitally blind children?

I still remember the thrill of realizing that the two questions 
were complementary—one held the answer to the other. Fol-
lowing the progress of a newly sighted child could help us 
understand visual learning, and scientific funding applied to 
such a research undertaking could help provide treatments. I 
marveled at how well the two needs fit together and, somewhat 
self-centeredly, how relevant they both were to my life.

On returning to M.I.T., I described to my colleagues a plan 
to pursue research that combined these scientific and humani-
tarian objectives. Most were enthusiastic, but a few cautioned 
against embarking on such an ambitious undertaking prior to 
receiving tenure. I understood the risk, but I felt compelled to 
move ahead with the plan. 

I submitted an application to the National Eye Institute (part 
of the National Institutes of Health). I was a little concerned that 
asking a U.S. government agency for money to fund surgeries in 
India might be a nonstarter. Also, the endeavor was logistically 
complex and lacked pilot data about its practicality. But the 
review committee saw the scientific and humanitarian potential 
of the work and awarded me an exploratory grant to establish 
feasibility. I was thrilled. This was my first NIH grant, and it rein-
forced in me the image of American science as a force for global 
good that does not shy away from encouraging risky undertak-
ings unbound by parochial considerations.

The next step was to identify a medical partner in India 
where blind children could receive world-class surgical care. 
One ophthalmic center stood out: Dr. Shroff’s Charity Eye Hos-
pital (SCEH) in New Delhi. It had outstanding pediatric facili-
ties, and its physicians welcomed the project as an opportunity 
to help blind children and to engage in research.

Putting Together a New Visual World
When children and young adults of Project Prakash see the world 
for the first time, they have difficulty assembling parts of a scene 
into an integral whole. A photograph of girls dancing demonstrates 
the problems involved. Fragments of color, brightness and texture 
need to be organized by the visual system into coherent objects. 

The middle illustration depicts the location of these diverse 
elements. Success comes when  a collection of static objects,  
with defined borders (right), starts to move. The brain integrates 
rhythmic steps and upthrown arms into the perception of a single, 
integral entity, the shape of the dancers’ bodies.

i m ag e  r e c o g n i t i o n 
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All the pieces were in place. Still, we 
needed a name, one that would reflect 
our dual mission of bringing light into 
people’s lives and casting light on scien-
tific questions. I did not have to think 
too long. The word for light in the 
ancient Indo-European language San-
skrit is prakash. We now had a name 
with an appealing touch of alliteration: 
Project Prakash.

Would Surgery Help?
We undertook the project in several stag-
es. First, we identified children—and, in 
some cases, even young adults—who 
could benefit from treatment by set   ting 
up ophthalmic screening at camps in 
rural areas. A team of optometrists, 
 ophthalmologists and other health care 
workers examined children for vision 
problems (refractive errors), eye in  -
fections and treatable blindness (primar-
ily from congenital cataracts and dam-
age to the cornea resulting from 
scarring). Children chosen as candidates 
for treatment went to the hospital in 
New Delhi for a more thorough exami-
nation, in  cluding ophthalmoscopy (to 
see to the back of the eye), ultrasound of 
the eyes, and assessment of the child’s 
general health and fitness for surgery. 
Dates for surgery were then set after 
consultation with each child’s guardian. 

Cataract surgery for a child is much 
more complicated than for an adult. 
Pediatric surgery requires general anes-
thesia and intensive follow-up care. The 
surgical procedure involves breaking up 
the hardened opaque lens into little 
pieces, excising these fragments via a 
small incision at the edge of the cornea 
and replacing the damaged natural lens 
with a synthetic one. Project Prakash 
bears the roughly $300 cost—and children return for periodic 
postoperative checkups. 

As this work got under way, one worry nagged me. I won-
dered whether our surgical intervention, though well inten-
tioned, was coming too late to be of any help. Were we perhaps 
past a critical period early in life that requires intensive use of the 
eyes and visual brain circuits, an interval past which visual capac-
ity is incapable of developing? The idea was not implausible. An 
English surgeon, William Cheselden, gave the first account of 
delayed sight onset in 1728 in a 13-year-old boy born with cata-
racts in both eyes. Cheselden noticed that the boy had severely 
impaired vision even after the removal of the occlusions. 

Controlled studies of visual deprivation in animals painted a 
similarly dismal picture. Torsten Wiesel and David Hubel, both 
of whom went on to win the Nobel Prize in 1981, had described 
the dramatic adverse consequences of early visual deprivation 

in cats. In this context, it was natural to 
wonder whether providing eye surger-
ies late in childhood would serve any 
useful purpose.

I felt, though, that the treatments 
were worth undertaking. It was risky to 
read too much into the old accounts such 
as Cheselden’s. The poor surgical out-
comes could well have resulted from tis-
sue damage to the eyes, a result of crude 
surgical techniques, such as couching, an 
antiquated method for cataract removal. 
And most of the animal studies had 
looked at the suturing shut of one eye, 
whereas the Prakash children had suf-
fered occlusion in both eyes. Somewhat 
surprisingly, depriving vision in one eye 
has more adverse consequences for sight 
in that eye than if both eyes were to be 
deprived together. Whether any visual 
function could be acquired after treat-
ment for blindness late in childhood 
was still a largely open question. 

NoW We See
the great american psychologist Wil-
liam James described an infant’s per-
ceptual world as “a blooming, buzzing 
confusion” that precedes the matura-
tion of the visual system. The question 
for Project Prakash was whether this 
period—a complex bombardment of 
color, shape and movement that is per-
haps an early stage of normal visual 
development—mirrors the experiences 
of newly sighted Prakash children, 
some of whom are in their 20s when 
they first gain sight. Does their visual 
system ever undergo the anarchic but 
necessary first steps to organize the 
incoming images in any meaningful 
fashion? The term “organization” has 
two meanings here. For a person to 

“see,” the various pieces of an image must cohere into distinct 
objects, a process termed intramodal organization. The second 
requirement, intermodal organization, has to do with the inter-
action of vision with other senses. 

Our ability to partition an image into separate objects is so 
well honed that it seems effortless. We open our eyes, and the 
world falls into place, an orderly collection of things. Yet we 
have found that the experience of a Prakash child soon after 
gaining sight is different. The newly sighted exhibit profound 
impairments. They are unable to organize the many regions of 
different colors and brightness into larger assemblies. Many 
features of ordinary objects—the overlapping sections of two 
squares or a section of a ball delineated by the lacing on its sur-
face—are perceived as entirely separate objects, not component 
parts of larger structures. It is as if the visual scene for a newly 
sighted person is a collage of many unrelated areas of color and 

Only the Parts, 
Not a Whole 

A newly sighted child’s tracings reveal  
a piecemeal view of even two-dimension-
al figures. Each area of overlapping boxes 
was perceived separately, as indicated by 
red squiggles. The boy also saw segments 
of a cow and of a ball and its shadow— 
all delineated in green—to be distinct 
objects. Consequently, he was unable to 
identify any of these images.

f i r s t  s i g h t 

sad0713Sinh3p.indd   52 5/17/13   6:01 PM



July 2013, ScientificAmerican.com 53

luminance, akin to an abstract painting. This perceptual over-
fragmentation makes it difficult to detect whole objects. 

The Prakash patients’ failure raises a question that has preoc-
cupied scientists for nearly a century: What cues allow us, as 
individuals with normal vision, to parse complex images correct-
ly? The answer seems to lie in the way that the brain naturally 
arranges visual inputs by what are known as grouping heuristics 
(referred to as Gestalt cues of grouping, after the psychological 
research movement in the early 20th century). For instance, a 
basic rule programmed into the visual system induces aligned 
lines in an image to be grouped together because they most like-
ly arise from boundaries of the same object. 

None of these cues appears effective for the Prakash children 
immediately after gaining sight, but interesting changes occur 
over time. I vividly remember SK, the very first Prakash patient 
to give us this hint. He was a 29-year-old man we met in a 
cramped hostel for blind youth on the outskirts of New Delhi. A 
quick examination revealed that he had congenital aphakia 
(from phakos, Greek for “lens/lentil”), a rare condition in which 
a child is born without lenses in the eyes. The visual world for 
SK was highly degraded, far worse than what defines legal 
blindness in the U.S. He had adapted by walking with a white 
cane and conducting his studies in braille. Remarkably, all that 
was needed to correct his aphakia was a $20 pair of glasses that 
could compensate for his missing natural lenses, which SK 
could not afford.  

We had glasses made for SK and then tested his vision. What 
struck us right away was that contrary to our naive expecta-
tions, SK did not appear particularly thrilled about his im -
proved vision. His visual world, our tests revealed, was a bewil-
dering collection of many regions of different colors and 
brightnesses, with little to glue them together into coherent 
entities. Even simple line drawings, such as a circle overlapping 
a square, appeared to him to be a set of strangely shaped inter-
locking pieces (despite his prior familiarity with the concepts 
of squares and circles through touch). SK had a hard time 
delineating whole objects in photographic images. Shading 
and shadows, overlaps and occlusions posed insurmountable 
hurdles for him; every region of a different hue or luminance 
seemed to him to be a distinct object.

Interestingly, this confusing soup of regions gelled into 
meaningful structure with the introduction of one particular 
visual cue: motion. Images that were hopelessly confusing for 
SK when static became interpretable when their constituent 
parts moved. Videos of SK inspecting an image show an almost 
magical transformation brought about in response to motion. 

We followed SK’s experiences with vision for several months. 
He continued exhibiting difficulties in interpreting static imag-

es. Just as we had begun to resign ourselves to the idea that SK’s 
image-parsing abilities might be permanently compromised, 
things changed. A year and a half after the initial intervention, 
without any training other than his exposure to the visual 
world around him, SK made marked improvements. He was 
now able to correctly parse static images and even expressed 
the happiness he felt about his improved vision. It was a tre-
mendously gratifying conclusion to a chapter that had held us 
in great suspense. 

In subsequent studies with others much younger than SK, 
we found a recapitulation of his experience. Many months after 
encountering difficulties on the image-parsing task, they begin 

to succeed in organizing their perceptions into 
coherent objects. The time needed to acquire this 
skill appears to depend on the age at which the 
child received treatment, with younger children 
learning more rapidly than older ones. 

What underlies this improvement? Theory sug-
gests that motion may play the part of a “teacher,” 
training the visual system to parse images even 
when they are static. With the rule “things that 
move together belong together,” a person’s visual 
system can eventually learn to group images via 

static attributes such as color and orientation.
The brain, of course, does more than pick out the elements 

of a visual scene. It also connects to the realms of sound, touch, 
smell and taste—creating a sensory panorama via intermodal 
organization. How sight is linked to sound and other senses has 
preoccupied philosophers and neuroscientists for centuries. In 
1688 Irish scientist William Molyneux wrote to British philoso-
pher John Locke: “Suppose a man born blind, and now adult, 
and taught by his touch to distinguish between a cube and a 
sphere of the same metal.... Suppose then the cube and sphere 
placed on a table, and the blind man be made to see: query, 
whether by his sight, before he touched them he could now dis-
tinguish and tell which is the globe, which the cube?”  

Locke included Molyneux’s question in the 1692 edition of 
his famous monograph entitled An Essay on Human Under-
standing. Molyneux’s query crystallized a series of fundamen-
tally important questions: How do we link the different senses 
into a unified perception of reality? Are we born with this men-
tal mapping of the world, or does it need to be learned through 
experience? Can it be acquired late in life? The pursuit of these 
ideas by Locke, George Berkeley, David Hume and other empir-
icists now bears on many of the issues vital to contemporary 
neuroscience. 

In assessing whether the Prakash children can come to asso-
ciate vision with the other senses, we have had an opportunity 
to directly address the Molyneux question. We work with chil-
dren right after their sight surgeries and have them participate 
in a “match-to-sample” experiment. The child sees or touches a 
simple object on a blank background (the sample) and subse-
quently has to choose it from a pair of two different objects pre-
sented visually or by touch. 

The case of YS, an engaging eight-year-old boy, with dense 
congenital cataracts in both eyes, provides an illustrative exam-
ple. Like most Prakash children, YS was feeling comfortable by 
the second day after surgery and ready to work with the re -
search team. 

Project Prakash is helping to lay  
out the landscape of what can  
and cannot be accomplished when  
a child gains vision at a late age. 
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In the test, an intervening sheet ensured that YS could not see 
his hands. He would be given one object (the “sample”) to feel in 
his hands and then give back. He would then take the sample 
and another object in his hands and be asked to return the for-
mer. YS had no trouble at all picking out the sample for all object 
pairs presented to him. Similarly, in the purely visual domain, 
his performance was flawless. Yet in the crucial transfer task, 
recognizing visually what he had felt by hand, his performance 
plummeted. Four other children we worked with exhibited the 
same pattern of results. 

Such findings lead us to believe that Molyneux’s question 
most likely has a negative answer—no discernible transfer of 
information from touch to vision takes place immediately after 
onset of vision. Interesting as this result seems, there is perhaps 
an even more intriguing addendum. 

When we tested YS a week later, we were stunned to discover 
that his performance on the transfer task had climbed from 
being no better than would have been predicted by chance to 
achieving a near-perfect level. Two other children we followed 
also exhibited similar improvements. In periods as short as a few 
weeks, the Prakash children begin to achieve proficiency in visu-
ally identifying an object they had felt by touch, pointing to a 
latent ability for rapid learning to associate different senses. Tak-
en together, these studies suggest that many years of congenital 
blindness do not preclude the development of sophisticated 
visual ability at a relatively advanced age. That realization turns 
out to be good news for us from both the scientific and clinical 
perspectives. It suggests that neural plasticity—the ability of the 
visual system, for one, to adapt to new experiences—exists even 
late in childhood or in young adults and that, based on our expe-
riences, children would benefit from eye surgeries. 

This knowledge has laid the foundation for a continuing in-

depth research program on visual development in late child-
hood. Working with Prakash participants ranging in age from 
six to older than 20 years, we have conducted assessments of a 
broad range of visual functions. The findings from these tests 
so far indicate that some key aspects of vision, such as acuity 
(how fine a visual pattern can be resolved), spatial contrast 
(changes in acuity as image contrast shifts) and optical stabili-
ty, are compromised by extended deprivation. These deficits 
appear to be permanent because these measures do not reach 
normal levels even a year later.

When we look beyond these basic measurements toward so-
called higher-order visual functions, however, we find evidence 
of significant skill acquisition—in particular, an ability to dif-
ferentiate objects in an image and to link with other senses. 
The Prakash children also exhibit improvements in their ability 
to detect faces and mentally reason about the spatial arrange-
ment of objects they observe. 

The New LaNdscape
These findings are beginning to give us a sense of the landscape of 
what can and cannot be achieved when a child gains vision at a 
late age. On the one hand, visual functions do not fade irretriev-
ably if eyes and brain areas for visual processing are not subject 
to intensive use during the “critical period” that is believed to 
last for the first few years of childhood. On the other hand, early 
visual experience is undeniably important for the normal devel-
opment of abilities such as high-resolution vision. 

Early results provide a launchpad for a rich set of new inves-
tigations, some of which may be quite far removed from blind-
ness. Based on the studies in Prakash, we are developing soft-
ware for automatically discovering categories of visual objects 
in videos—faces, for instance. Moreover, the kinds of deficits we 

GettinG Ready:� A child submits to an ophthalmological 
exam to further determine suitability for treatment.

scReeninG camps:� Outreach sessions in schools and 
villages seek out children who might benefit from eye surgeries.
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have found in children integrating visual information soon 
after sight recovery bear similarities with those reported in 
studies of children with autism. This tentative link has now 
unfolded into a series of studies in my laboratory that seek to 
probe the causes of sensory-processing disorders in autism.
    The journey ahead promises to be even more exciting than the 
terrain we have covered so far. A question that we have recently 
embarked on concerns the relation between the brain’s structure 
and how it functions. We plan to use functional magnetic reso-
nance imaging to look at changes in the cerebral cortex of a new-
ly sighted child, comparing what happens when treatment 
begins at different ages to determine how late in life the brain 
can reorganize itself. We may also be able to determine, in cases 
where surgery is performed relatively late, whether other sens-
es—touch or hearing, for instance—may have hijacked the area 
of cortex usually reserved for visual processing. 

Project Prakash faces major challenges, foremost of which is 
to expand its outreach and treatment programs and to enable 
the integration of the children into mainstream society. Our 
plans to tackle these challenges are ambitious; we propose to 
start by setting up the Prakash Center for Children—a facility to 
integrate medical treatment, education and research. It will con-
tain a pediatric hospital, a state-of-the-art neuroscience research 
center, and a rehabilitation unit for newly treated children to 
allow them to receive maximum benefits from their treatment. 

The project’s outreach effort has to date provided ophthal-
mic screening for about 40,000 children residing in some of 
northern India’s poorest and most neglected villages. Around 
450 visually impaired children have received surgical care and 
follow-up, and more than 1,400 have undergone pharmacologi-
cal and optical treatments. Given the magnitude of the prob-
lem, however, this is only a beginning. 

My students and I derive great satisfaction from the find-
ings that have emerged from Project Prakash, but the work has 
also affected us on a deeper, more personal, level. Each blind 
child with whom we have worked has presented a unique story 
of hardships and social isolation. Equally unique is the change 
each child’s life undergoes after treatment. SK moved back to 
his home state with renewed hopes for achieving his cherished 
goal—to be a schoolteacher. JA, who was treated at the age of 
14, can now, six years later, navigate the chaos of Delhi traffic 
on his own. 

The mother of three boys, all of whom were born with cata-
racts and received treatment last year, is no longer taunted by 
her village neighbors as carrying a curse. Two brothers who 
have had sight for just a few months after enduring over eight 
years of congenital blindness are now excited about the pros-
pect of moving to a school for sighted children. 

Such transformations serve as a testament to the power of 
collaboration: the debt Project Prakash owes to the scientists, 
clinicians, educators and sponsors who came together to 
advance both clinical and basic science. And I personally, of 
course, owe a debt of gratitude to a blue glass bowl and the very 
special person to whom it once belonged. 
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IN surgery:� A physician carefully excises cataracts,  
allowing a child to see clearly for the first time since birth.

FItted For seeINg:� A girl receives a postsurgical exam 
with the optometrist to get a prescription for eyeglasses.
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OIL MINING: Alberta’s tar  
sands region is one of the few  
places in the world where oil  
can be dug out of the ground.
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Red lights are flashing, but Ben Johnson pays them no mind. 
The long, lean, weathered engineer rests against a counter lined with 
computer monitors, describing life in the tar sands mines of Alberta, 
Canada. His task is to take a mud made of ore and water and “liber-
ate the bitumen,” a tarlike oil that can be refined into conventional 
crude oil. He and two colleagues man a monitoring station that sits 
near the base of a cone-shaped structure the size of a three-story 
building. Mud and hot water flow into the middle of the inverted fun-
nel. Bitumen rises to the top and spills over onto surrounding grates.

One time in 2012 bitumen bubbled up so fast that it cascaded down the sides of the cone and 
flooded the building shin high. To keep this kind of thing from happening again, sensors track 
temperatures, pressures and other parameters, and if something is amiss, a warning goes off. 
This happens so often—“1,000 alarms a day,” Johnson says—that the engineers have taken to 
keeping the sound turned off. “It’s not going ‘bing, bing, bing,’” he says, “because that would 
drive us crazy.” 

Suncor Energy’s North Steepbank mine, where Johnson operates one of many “separator 
cells,” is a tiny portion of the current output of Alberta’s tar sands, which underlie an area the size 
of Florida. High oil prices over the past decade have made such tar sands mines profitable, and 
Canada has rapidly expanded production. In 2012 alone Alberta exported more than $55 billion 
worth of oil, mostly to the U.S., so it is no wonder that Johnson’s crew does not pause for alarms.

The fate of the Alberta’s  
tar sands mines—and the 
climate—may come down to 
the Keystone XL pipeline  

By David Biello

googreenhouse
e n v i ro n m e n t
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The rush to exploit the Alberta tar sands is triggering alarms of 
another kind, however—from climate scientists. Carbon dioxide 
emissions from burning fossil fuels are driving the world quickly 
toward a greenhouse gas threshold—an atmospheric concentra-
tion of 450 parts per million, which corresponds to two degrees 
Celsius or more of warming—beyond which some scientists fear 
that climate change could prove catastrophic. Coal constitutes a 
bigger source of fossilized carbon, but the Alberta sands require 
more energy to mine and refine than conventional oil, adding an 
extra overhead in greenhouse gas emissions. And the tar sands 
operations are growing far more quickly than most other sources 
of oil. Releasing the carbon now trapped in the tar sands would 
most likely dash any hope of avoiding the two degree C threshold.

The fate of Alberta’s tar sands—and the climate, for that mat-
ter—now seems to be converging on the proposed Keystone XL 
pipeline. Keystone XL, which would run from Alberta to refiner-
ies in Texas along the Gulf of Mexico, would serve as a primary 
conduit for tar sands crude. For a decade or more advocates of 
Alberta’s operations have argued that the tar sands constitute a 
much needed source of oil for the U.S. that is not subject to tur-
moil in the Middle East and abroad. All that was needed was a 
way to transport the tar sands oil from Canada to where it would 
be used—to the U.S. and beyond to Europe and Asia. And if a 
pipeline like Keystone XL could not be built, then other pipelines 
or rail could do as well. But independent experts suggest that 
Keystone XL is critical to the continued growth of Alberta’s tar 
sands industry. 

None of this had come to light when President Barack Obama 
postponed a decision on whether to build the Keystone XL pipe-
line during his reelection campaign. When the issue comes up 
again, a great deal more will be riding on his decision. 

The TrillionTh Tonne
ExposEd to thE bittEr chill of a northern Alberta winter at an 
overlook above Suncor’s mine, I can’t help but think that a little 
global warming might be nice. The mine is located in an indus-
trial expanse of boreal forest some 30 kilometers north of Fort 
McMurray, a boom town where rents run as high as Manhattan’s 
and truck drivers make $100,000 a year. Down below, along a 
gravel road, I can see a parade of Caterpillar 797Fs, the world’s 
largest trucks, each carrying a 400-metric-ton load of clumped 
tar sands. (Women drivers are highly sought because they are 
easier on the equipment, but they are hard to come by because 
men outnumber women three to one in town.) The trucks shuttle 
back and forth be  tween massive electric-powered shovels and 
Johnson’s separation facility, a 40-minute round-trip. 

The trucks dump the ore into an industrial grinder the size of 
a compact car, which feeds an oversized conveyor belt that 
brings the tar sands to the separation cell that Johnson helps to 
oversee. A chunk of ore can go from truck to liberated bitumen 
in a mere 30 minutes. This black and sticky but free bitumen 

froths from the top of the separator, is collected and then flows 
down a pipeline to a mini refinery, where it is cooked at high 
heat to remove carbon and create a hydrocarbon stew similar to 
crude oil. Alternatively, the bitumen is mixed with lighter hydro-
carbons in squat, huge storage tanks; the resulting mixture, 
known as dilbit (for diluted bitumen), is liquid enough to flow on 
its own through long-distance pipelines like Keystone XL, bound 
for refineries in the U.S. 

Suncor’s North Steepbank is only a small fraction of the 
world’s first tar sands mine—and just one of the company’s com-
plex of mines, which together produce more than 300,000 bar-
rels of oil a day. Suncor’s holdings make up about 30 percent of 
the total production from mining of the Alberta tar sands, 
which currently comes to nearly two million barrels a day—
equal to the output of more than 80,000 oil wells and one twen-
tieth of U.S. demand. The mines, with their vast lakes of toxic 
water residue and blocks of bright yellow elemental sulfur, are 
already big enough to see from space—an industrial patch 
steadily spreading in the boreal forest. 

The invisible environmental impact of the mines may prove 
the most challenging, however. Avoiding the two degree C 
warming threshold means that humanity faces what some sci-
entists have called a carbon budget: an estimated one-trillion-
metric-ton limit on cumulative carbon emissions. 

The carbon budget is the brainchild of physicist Myles Allen 
of the University of Oxford and six other scientists. In 2009 the 
team assembled observations of rising temperatures and plugged 
them into computer models of future climate change, which 
accounted for, among other things, the fact that CO2 persists in 
the atmosphere, continuing to trap heat, for centuries. Their one-
trillion-metric-ton budget encompasses all the carbon that 
human activity can safely generate between now and the year 
2050, if we are to stay below the warming threshold. It doesn’t 
matter how quickly we reach that limit. What matters is not 
exceeding it. “Tons of carbon is fundamental,” argues now 
retired nasa climatologist James E. Hansen, who has been testi-
fying about climate change since 1988 and has recently been 
arrested at protests against the Keystone XL pipeline. “It does 
not matter much how fast you burn it.”

The source of that carbon does not matter, either. The world 
can burn through only a set amount of carbon-based fuels, 
whether tar sands, coal, natural gas, wood or any other source of 
greenhouse gases. “From the perspective of the climate system, 
a CO2 molecule is a CO2 molecule, and it doesn’t matter if it 
came from coal versus natural gas,” notes climate modeler Ken 
Caldeira of the Carnegie Institution for Science’s department of 
global ecology at Stanford University. 

To date, burning fossil fuels, clearing forests and other activi-
ties have put nearly 570 billion metric tons of carbon into the 
atmosphere—and more than 250 billion metric tons of CO2 just 
since the year 2000, according to Allen. Currently human activi-

I n  B r I e f

Turning tar sands into oil and burning it as fuel pro-
duce enormous amounts of carbon dioxide. 
To prevent an average global temperature increase 
of more than two degrees celsius, triggering poten-

tially catastrophic climate change, cumulative carbon 
emissions must be kept below one trillion metric tons.
The earth’s atmosphere is already more than halfway 
to the trillion-metric-ton target; expanding production 

of even more tar sands would accelerate emissions.
If built, the Keystone XL pipeline will be a spigot that 
speeds tar sands production, pushing the planet to-
ward its emissions limit.
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ties emit about 35 billion metric tons of CO2 (9.5 billion metric 
tons of carbon) a year, a fi gure that is steadily climbing, along 
with the global economy. By Allen’s calculations, at present rates 
society will emit the trillionth metric ton of carbon sometime 
during the summer of 2041. To stay on budget, on the other 
hand, emissions must drop by 2.5 percent a year, starting now. 

UNDERGROUND TREASURE 
ALBERTA’S TAR SANDS  represent a lot of buried carbon, the remains 
of countless algae and other microscopic life that lived hundreds 
of millions of years ago in a warm inland sea, pulling CO2 out of 
the atmosphere via photosynthesis. With today’s technology, 
about 170 billion barrels of oil could be recovered from Alberta’s 
tar sands, which would add roughly 25 billion metric tons of car-
bon to the atmosphere if burned. An additional 1.63 trillion bar-
rels of oil—which would add 250 billion metric tons of carbon—
waits underground if engineers could fi gure out a way to 
separate every last bit of bitumen from the sand. “If we burn all 
the tar sands oil, the temperature rise just from burning those 
tar sands will be half of what we’ve already seen,” or roughly 
0.4 degree C of global warming, notes mechanical engineer John 
P. Abraham of the University of St. Thomas–Minnesota. 

Surface mining can reach deposits as deep as 80 meters, but 
that accounts for only 20 percent of the tar sands. In many plac-
es, the tar sands lie hundreds of meters underground, and ener-
gy fi rms have developed a method—known as in situ produc-
tion—to melt out the bitumen in place. 

In 2012 Cenovus Energy melted more than 64,000 barrels of 
underground bitumen every day at Christina Lake, a facility in 
Alberta named after nearby waters. The operation is one of the 
frontier camps of this latest tar sands boom. Clouds of steam rise 
from the nine industrial boilers on-site, burning natural gas to 
heat treated water into 350 degree C steam. Cenovus employees 
in a control room even bigger than Suncor’s inject the steam 
deep below the surface to melt the bitumen, which is then 
sucked back to the surface through a well and piped o�  for fur-
ther processing. Greg Fagnan, Christina Lake’s director of opera-
tions, likens the complex to a giant water-processing facility 
“that happens to produce oil as well.” Every once in a while, a 
blowout shoots steam and partially melted tar sands into the 
sky, like one Devon Energy caused in the summer of 2010 
by using too much pressure.

At Christina Lake, engineers inject roughly 
two barrels of steam to pump back out one 
barrel of bitumen. All that steam—and the 
natural gas burned to heat it—means melt-
ing bitumen results in two and a half times 
more greenhouse gas pollution than sur-
face mining, itself among the highest emit-
ters for any kind of oil production. Greater 
production by this melting method has 
 caused greenhouse gas emissions from Alber-
ta’s tar sands to rise by 16 percent since just 
2009, according to the Canadian Association of 
Petroleum Producers. In 2012, for the fi rst time, un -
derground production of tar sands in Alberta equaled that of sur-
face mining, and thanks to e� orts such as Christina Lake, it will 
soon become the primary mode of production.

In situ production works only for bitumen that is buried 

below 200 meters, however. That leaves a gap of 120 meters or 
so that is too deep for surface mining but too shallow for in situ. 
So far engineers have not fi gured out how to tap the gap, which 
means burning all the fuel contained in the tar sands deposits is 
an unlikely prospect at present.

Yet burning a signifi cant portion of tar sands will go a long 
way toward blowing the planet’s carbon budget. The only way to 
do so and stay on budget would be to stop burning coal or other 
fossil fuels—or to fi nd a way to drastically reduce tar sands’ green-
house gas emissions. Neither prospect  seems likely. Tar sands 
“emissions have doubled since 1990 and will double again by 
2020,” argues Jennifer Grant, director of oil sands research at the 
Pembina Institute, a Canadian environmental group.

KEYSTONE CONNECTION
THIS CARBON BUDGET  explains why Abraham, Caldeira and Han-
sen joined 15 other scientists to sign a letter to President Obama 
urging him to reject the proposed 2,700-kilometer-long Key-
stone XL pipeline. Building the pipeline—and thus enabling 
even more tar sands production—is “counter to both national 
and planetary interests,” the scientists wrote. 

Obama, who postponed approval of the pipeline just before 
the 2012 presidential election, struck a climate-friendly note in 
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much of inland North America during 
the Cretaceous period around 
100 million years ago. 
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his second inaugural address as well as his 2013 
State of the Union speech.  His decision on Keystone XL 
will come after the State Department releases its fi nal report  
on the pipeline. 

In a fi rst draft of its report, the State Department downplayed 
the pipeline’s impact, both on the viability of the tar sands opera-
tions and on the environment. Keystone XL, it said, would be 
“unlikely to have a substantial impact” on greenhouse gas emis-
sions. But the authors of the report seem to have assumed  that if 
Keystone XL were not built, Canada would fi nd some other eco-
nomical way of transporting the oil to consumers. 

The Environmental Protection Agency issued a response in 
April that cast the matter in a di� erent light. According to Cyn-
thia Giles, assistant administrator for EPA’s O�  ce of Enforce-
ment and Compliance As  surance , the State Department report 
relied on faulty economics, among other oversights. The EPA, 
drawing on past experience with big environmental as  sessments, 
suggested that alternatives to Keystone XL were either signifi -
cantly  more costly or faced major opposition. Having to get by 
without Keystone XL, in other words, might constrain tar sands 
development . In May the International Energy Agency (IEA) 
confi rmed this analysis in its own prediction for the tar sands. 

Tar sands oil is already traveling south by train, but this is a 
stopgap measure. Moving tar sands by rail is three times more 

expensive than by pipeline at current rates. As the tar sands 
operations ramp up, rail alone could prove a prohibitive cost 
barrier to further development. 

What about another pipeline, should Keystone XL fail? Cana-
da has the option of going west to the Pacifi c Coast to reach 
supertankers bound for China. Or it could go east, through exist-
ing pipelines, to the Midwest or the Atlantic Coast. These options 
are problematic. A Pacifi c pipeline—the least viable choice—
would have to traverse the Rocky Mountains, passing through 
land owned by First Nations and other native groups in British 
Columbia, who have opposed a pipeline for fear of spills and oth-
er impacts. An Atlantic pipeline could be cobbled together from 
pipelines that now link Alberta to the eastern coast of North 
America. Engineers would have to reverse the fl ow of oil, much 
as Exxon Mobil did for the Pegasus pipeline, which now carries 
crude from Illinois to Texas. But older pipelines that have been 

Illustration by Emily Cooper

PAY  D I R T 

How Tar Sands Oil Is Made 
Alberta’s oil sands have been cooked by the earth’s heat, resulting 
in a thick, tarry form of petroleum, or bitumen . Each blob of bitumen 
coats sharp-grained sands and water, both of which must 
be released before the bitumen can be processed. A typi-
cal ore might be 73 percent sand, 12 percent bitumen, 
10 percent clay and 5 percent water. Separating the 
sticky elements results in lakes’ worth of toxic residue. 

Mining  To mine Alberta’s bitumen, 
heavy machinery fi rst scrapes away the boreal 
forest and the muskeg peat underneath it, 
uncovering seams of tar sands. Electric-
powered scoop shovels mine the ore, which is 
carted away in giant trucks to be refi ned into 
hydrocarbons similar to conventional crude 
oil or diluted to fl ow through pipelines.
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bitumen in place, which is then sucked to the 
surface for processing via production wells. 
The resulting bitumen can either be refi ned 
or diluted to fl ow in a long-distance pipeline. 
The method requires more energy than 
mining, emitting more greenhouse gases .mining, emitting more greenhouse gases .
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reversed may be more prone to leaks. Pegasus, for instance, 
sprung a tar sands oil leak in Arkansas this past April. And retro-
fi tting existing pipelines is likely to elicit strong protest from 
environmentalists and others.    

Given these obstacles, the tar sands industry needs  Keystone 
XL to further expand, according to the EPA and IEA reports. At 
present, Alberta’s tar sands produce 1.8 million barrels of oil a 
day. Keystone XL would ship another 830,000 barrels daily. 

Mindful of the environmental opposition, Alberta and energy 
fi rms have tried to minimize greenhouse gas pollution in the tar 
sands operations. Royal Dutch Shell is trying an expensive alter-
native to breaking down bitumen into oil that in  volves adding 
hydrogen, rather than cooking o�  carbon into pet coke, to reduce 
CO2 emissions. The international oil giant has also begun devel-
oping plans for adding carbon capture and storage equipment to 
one of its mini refi neries, a project dubbed Quest. When complet-
ed in 2015, Quest will attempt to annually store deep under-
ground one million metric tons of CO2, or roughly one third of 
the facility’s pollution. Another similar project plans to capture 
CO2 for use to fl ush more conventional oil out of the ground.

Alberta is also one of the only oil-producing regions in the 
world to have a tax on carbon. Currently capped at $15 per met-
ric ton, discussions continue to potentially raise that price. The 
province has invested the more than $300 million collected to 
date in technology development, primarily to reduce CO2 emis-
sions from the tar sands. The tax “gives us some ammunition 
when people attack us for our carbon footprint, if nothing else,” 
Ron Liepert, then Alberta’s minister of energy, told me in 2011.

E� orts to reduce the carbon footprint of the tar sands add 
further to the cost of extracting the oil and have not had a big 
impact on the carbon footprint. The 1.8 million barrels of tar 
sands oil a day produced in 2011 resulted in more than 47 mil-
lion metric tons of greenhouse gas emissions in 2011, according 
to the Canadian Association of Petroleum Producers.  

The IEA, in a 2010 analysis of ways to stay below the two 
degree C threshold, suggested that tar sands production in 
Alberta cannot exceed 3.3 million barrels a day by 2035. Yet min-
ing already approved or under construction in Alberta could 
raise production to fi ve million barrels a day by 2030. It’s hard 
to imagine how to mine the tar sands without blowing the car-
bon budget. 

BREAKING THE CARBON BUDGET
IS IT UNFAIR TO SINGLE OUT THE TAR SANDS?  After all, other forms of 
fossil fuel add more to the world’s carbon budget, yet they do not 
draw as much ire. Perhaps they should. In 2011 U.S. coal-fi red 
power plants emitted nearly two billion metric tons of green-
house gases—roughly eight times the amount produced by min-
ing, refi ning and burning tar sands. Many coal mines around the 
world create just as visible a scar on the landscape and an even 
bigger climate change legacy. Yet mines like those in Montana 
and Wyoming’s Powder River Basin are not the targets of high-
profi le protests such as those facing Keystone XL; protesters do 
not tie themselves to the tracks to block the kilometers-long 
trains that carry coal from the basin   day after day. The U.S. Geo-
logical Survey suggests that basin alone holds 150 billion metric 
tons of coal that could be recovered with existing technology. 
Burning it all would send the world fl ying beyond any trillion-
metric-ton carbon budget. 

Australia’s plan to expand coal exports to Asia could add 
1.2 billion metric tons of CO2 to the atmosphere each year when 
that coal is burned. That amount dwarfs emissions from even 
the most optimistic tar sands expansion. The U.S. and countries 
such as Indonesia are also planning coal expansions. Shutting 
down or even curtailing the U.S. coal industry would more than 
compensate for any tar sands development as a result of Key-
stone XL, although the two fossil fuels are used for di� erent 
purposes—coal for electricity, oil for transportation. 

Canada also o� ers a target of some convenience, given that it is 
a friendly democracy susceptible to environmental pressure. Pro-
ducers of “heavy oil”—similar in pollution to tar sands bitumen—
in Mexico, Nigeria or Venezuela do not fi nd themselves under as 
much scrutiny despite high rates of CO2 pollution. In fact, scour-
ing such heavy oil from an old fi eld in California is the single worst 
CO2 polluter among all oil-extraction e� orts in the world, includ-
ing the melted tar sands. “If you think that using other petroleum 
sources [than tar sands] is much better, then you’re delusional,” 
says chemical engineer Murray Gray, scientifi c director of the 
Center for Oil Sands Innovation at the University of Alberta. 
“Increasing coal use worldwide gives me a lot more pause.”

These other sources of petroleum are not growing  anywhere 
near as fast as Alberta’s oil sands, where in the past decade pro-
duction increased by more than a million barrels a day. To keep to 
the atmospheric carbon budget, the world must produce less than 
half of the known and economically recoverable oil, gas and coal 
reserves. That means much of the fossil fuel—especially the dirti-
est forms of petroleum, such as that produced from the tar sands—
will have to stay buried. 

 Economic forces may come to the aid of the global environ-
ment. Fracking for oil in North Dakota’s portion of the Bakken 
Shale has begun to depress U.S. demand for Canada’s dirty oil; in 
response, new infrastructure projects in Alberta’s tar sands, such 
as the $12-billion Voyageur mini refi nery, have been dropped. 
New mandatory fuel-e�  ciency standards for U.S. cars will 
reduce demand as well, at least in the short term. Regardless, the 
tar sands will be there, waiting, an ever tempting target for 
future extraction once the easier oil runs out.

If the Keystone XL pipeline is approved or other means are 
built to get the tar sands oil to China, exports could continue to 
rise, accelerating the invisible accumulation of CO2 in the atmo-
sphere. Instead of reducing emissions by 2.5 percent a year, start-
ing now—the e� ort Oxford physicist Allen calculates is necessary 
to keep the planet clear of the two degree C threshold—global 
greenhouse gas pollution will continue to increase. Every bit of car-
bon from burning fossil fuels—tar sands or otherwise—counts. 

David Biello  is an associate editor at  Scientifi c American.
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  When Anımals   Mourn 
Mounting evidence from species as diverse as  

cats and dolphins indicates that humans are not  
the only species that grieves over the loss of loved ones

By Barbara J. King

 On a research vessel in the 
waters off Greece’s Amvrakikos 
Gulf, Joan Gonzalvo watched a 
female bottlenose dolphin in 
obvious distress. Over and over 
again, the dolphin pushed a 
newborn calf, almost certainly 

her own, away from the observers’ boat and against the current 
with her snout and pectoral fins. It was as if she wanted to nudge 
her baby into motion—but to no avail. The baby was dead. Float-
ing under direct sunlight on a hot day, its body quickly began to 
decay; occasionally the mother removed pieces of dead skin and 
loose tissue from the corpse. 

When the female dolphin continued to behave in this way into 
a second day, Gonzalvo and his colleagues on the boat grew con-
cerned: in addition to fussing with the calf, she was not eating nor-
mally, behavior that could be risky for her health, given dolphins’ 
high metabolism. Three other dolphins from the Amvrakikos pop-
ulation of about 150 approached the pair, but none disrupted the 
mother’s behavior or followed suit. 

As he watched the event unfold in 2007, Gonzalvo, a marine 
biologist at the Tethys Research Institute in Milan, Italy, decided 
he would not collect the infant’s body to perform a necropsy, as he 
would usually have done for research purposes. “What prompted 
me not to interfere was respect,” he told me earlier this year. “We 

a n i m a l b e h av i o r
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were privileged to be able to witness such clear evidence of the 
mother-calf bond in bottlenose dolphins, a species that I have 
been studying for over a decade. I was more interested in observ-
ing that natural behavior than interrupting it by abruptly inter-
fering and disturbing a mother who was already in obvious dis-
tress. I would defi ne what I saw as mourning.” 

Was the dolphin mother truly grieving for her dead calf? A 
decade ago I would have said no. As a biological anthropologist 
who studies animal cognition and emotion, I would have recog-
nized the poignancy of the mother’s behavior but resisted inter-
preting it as mourning. Like most animal behaviorists, I was 
trained to describe such reactions in neutral terms such as 
“altered behavior in response to another’s death.” After all, the 
mother might have become agitated only because the strange, 
inert status of her calf puzzled her. Tradition dictates that it is 
soft-hearted and unscientifi c to project human emotions such as 
grief onto other animals.

Now, though, especially after two years’ research for my book 
How Animals Grieve,  I think Gonzalvo was correct in his judg-
ment that the mother dolphin was mourning. In the past few 
years a critical mass of new observations of animal responses to 
death has bubbled to the surface, leading me to a startling con-
clusion: cetaceans, great apes, elephants, and a host of other spe-
cies ranging from farm animals to domestic pets may, depending 
on circumstances and their own individual personalities, grieve 
when a relative or close friend dies. That such a broad range of 
species—including some quite distantly related to humans—
lament the passing of loved ones hints that the roots of our own 
capacity for grief run very deep indeed. 

DEFINING GRIEF
SINCE CHARLES DARWIN’S DAY,  two centuries ago, scientists have 
debated hotly whether some animals display emotions beyond 
those associated with parental care or other aspects of survival 
and reproduction. Darwin thought that, given the evolutionary 
connection between humans and other animals, many emo-
tions must be similar across species. He granted to monkeys, for 
instance, grief and jealousy, as well as pleasure and vexation. 
But the attribution of emotions such as these to animals fell 
increasingly out of mainstream scientifi c favor. By the early 
20th century the behaviorist paradigm held sway, with its insis-
tence that only observable behavior of animals, not their interi-
or lives, could be studied with rigor. Gradually the scientifi c 
embrace of animal emotion has revived, thanks originally in 
part to anecdotes from long-term fi eld studies on large-brained 
mammals. From Tanzania, Jane Goodall recounted in heart-
wrenching detail young chimpanzee Flint’s decline and death 
from grief only weeks after the death of his mother, Flo. From 
Kenya, Cynthia Moss reported that elephants attend to dying 
comrades and stroke the bones of deceased relatives. Field biol-
ogists and anthropologists began to ask questions about wheth-
er, and how, animals mourn.

To study and understand grief among animals, scientists need 
a defi nition that distinguishes it from other emotions. Whereas 
“animal response to death” embraces any behavior by an individ-
ual following the death of a companion animal, researchers may 
strongly suspect grief only when certain conditions are met. 
First, two (or more) animals choose to spend time together 
beyond survival-oriented behaviors such as foraging or mating. 
Second, when one animal dies, the survivor alters his or her nor-
mal behavioral routine—perhaps reducing the amount of time 
devoted to eating or sleeping, adopting a body posture or facial 
expression indicative of depression or agitation, or generally fail-
ing to thrive. For his part, Darwin confl ated grief with sadness. 
But the two di� er, primarily in intensity : the grieving animal is 
more acutely distressed, possibly for a more prolonged period. 

This two-part defi nition is imperfect. For one thing, scientists 
lack a metric for evaluating exactly what counts as “more acutely 
distressed.” Should the criteria for grief di� er according to spe-
cies, and might grief in other animals assume forms that are dif-
fi cult for humans to recognize as mourning? The data are not yet 
available on these questions. Furthermore, mothers or other 
caretakers that constantly provide food or protection to infants 
 that subsequently die cannot be said to have met the fi rst criteri-
on (going beyond survival-oriented behaviors), yet they remain 
among the strongest candidates for su� ering  survivor’s grief. 

Future studies of animal mourning will help refi ne this defi -
nition. For now, it furthers our critical assessment of responses 
made by animals when others around them die. For instance, 
baboon and chimpanzee mothers in wild African populations 
sometimes carry the corpse of their dead babies for days, weeks 
or even months—a behavior that on the surface of things might 
look like grief. But they may not exhibit any signifi cant outward 
indicator of agitation or distress. When the animals carry on 
with their routine behaviors, such as mating, their behavior does 
not meet the criteria for mourning. 

A MENAGERIE OF MOURNERS
A WIDE RANGE  of species do exhibit behaviors that fi t the two-part 
defi nition of grief, however, elephants among them. A particular-
ly compelling example of elephant mourning comes from Iain 
Douglas-Hamilton of Save the Elephants and his team at Kenya’s 
Samburu National Reserve, who in 2003 tracked elephants’ 
responses to the dying matriarch called Eleanor. When Eleanor 

Barbara J. King  is a professor of anthropology at 
the College of William and Mary. Her studies of 
monkeys and apes have led her to examine emotion 
and intelligence in a wide range of animal species. 

IN BRIEF

Animal behaviorists  have traditionally shied away 
from attributing human emotions, such as grief, to re-
sponses by animals. 

But a growing body  of evidence indicates that spe-
cies ranging from dolphins to ducks mourn the pass-
ing of relatives and close companions. 

These observations  suggest that although the ways 
in which we mourn may be uniquely human, our ca-
pacity for grief has deep evolutionary roots.
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collapsed, a matriarch named Grace from another elephant fam-
ily immediately came to her aid, using her tusks to support Elea-
nor back onto her feet. When Eleanor fell again, Grace stayed 
with her, pushing on her body, for at least an hour, even though 
her own family moved on. Then Eleanor died. During the course 
of the week that followed, females from five elephant families, 
including Eleanor’s own, showed keen interest in the body. Some 
individuals appeared upset, pulling at and nudging the body 
with trunk and feet or rocking back and forth while standing 
over it. Based on the females’ reactions (at no point during this 
period did a bull elephant visit the carcass), Douglas-Hamilton 
concluded that elephants show a so-called generalized response 
to dying and death—grieving not only for the loss of close kin but 
for individuals in other families.

Wild cetaceans also seem to exhibit a generalized grief 
response. In the Canary Islands in 2001 Fabian Ritter of Mammal 
Encounters Education Research observed a rough-toothed dol-
phin mother pushing and retrieving her dead calf ’s body in 
much the same way that the Amvrakikos dolphin mother had 
with her baby’s corpse. She was not alone: two adult escorts 
swam synchronously with her at certain periods, and at other 
times a group of at least 15 dolphins altered their pace of travel to 
include the mother and dead baby. The mother’s persistence was 
remarkable, and when on the fifth day it began to wane, the 
escorts joined in and supported the infant on their own backs. 

Giraffes, too, appear to grieve. In 2010 at the Soysambu Con-
servancy in Kenya, a female Rothschild’s giraffe gave birth to a 
baby with a deformed foot. The baby walked less and re  mained 
more stationary than most calves. During the youngster’s four 
weeks of life, wildlife biologist Zoe Muller of the Rothschild’s 

Giraffe Project, based in Kenya, never saw the mother more 
than 20 meters away. Although individuals in a giraffe herd 
often synchronize their activities, foraging together, for exam-
ple, the mother deviated from this pattern, preferring to stay 
close to the baby. Like the dolphin mother in the Am  vrakikos 
Gulf, she may have risked her own health in doing so—though 
in this case for a living offspring. 

One day Muller discovered the herd engaged in highly atypi-
cal behavior. Seventeen females, including the calf ’s mother, 
were vigilant and restless as they stared into a patch of bush. The 
calf had died in that spot about an hour before. All 17 females 
showed keen interest in the body that morning, approaching 
and then retreating from it. By the afternoon 23 females and four 
juveniles were involved, and some nudged the carcass with their 
muzzles. That evening 15 adult females clustered closely around 
the body— more closely than they had been during the day. 

Throughout the following day numerous adult giraffes 
attended the infant’s body. Some adult males approached for the 
first time, although they showed no interest in the carcass, 
instead focusing on foraging or inspecting the reproductive sta-
tus of the females. On day three Muller spotted the mother 
giraffe alone under a tree about 50 meters from where the calf 
had died. The body itself, however, was no longer in its resting 
spot. Following a search, Muller located it, half-devoured, in the 
spot under the tree where the mother had been earlier. By the 
next day the body was gone, taken by hyenas.  

Giraffes are highly social animals. After caching a newborn 
out of sight for about the first four weeks of life, the mothers 
sometimes engage in a crèche system in which one looks after 
the infants while the others forage. Muller does not use the 

dolphin Mother� carries the body of her dead calf on her dorsal fin in the waters off Dana Point, Calif. 
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words “grief” or “mourning” in describing the 
incident she witnessed. Yet this case is especially 
instructive. Not only the mother’s behavior but 
also that of many of the females in her herd 
changed significantly in the wake of the infant’s 
death. Although it is impossible to rule out an 
alternative explanation, the fact that the females 
had mounted a protective response against pred-
ators taking the baby makes it overwhelmingly 
likely that grief was involved at some level.

Detailed observations of wild populations of ani-
mals, such as the ones Muller reported, are still rela-
tively rare, for several reasons. Scientists may not be 
at the right place at the right time to observe post-
death responses by survivors. And even when they 
are present, no remarkable grief behaviors may 
ensue. Especially at this early stage of research into 
animal grief, observations from sanctuaries, zoos 
and even our own homes may supply needed clues. 

I cannot imagine describing the behavior of 
Willa the Siamese cat without invoking the word 
“grief.” For 14 years Willa lived with her sister, 
Carson, at the home of Karen and Ron Flowe in 
Virginia. The feline siblings groomed each other, 
lazed together in favorite parts of the house and 
slept with their bodies entwined. If Carson was 
taken from the house to visit the vet, Willa acted 
mildly agitated until she reunited with her sister. 
In 2011 Carson’s chronic medical issues wors-
ened, and the Flowes took her again to the vet, 
where she died in her sleep. At first, Willa acted 
as she did when her sister was away for a brief 
period. Within two or three days, though, she 
began to utter an unearthly sound, a sort of wail, 
and to search the spots she and Carson had 
favored together. Even when this startling behav-
ior faded, Willa remained lethargic for months. 

Of all the instances of animal grief I have com-
piled, the most surprising came from a sanctuary 
setting. In 2006 three mulard ducks arrived at Farm Sanctuary 
in Watkins Glen, N.Y. They suffered from hepatic lipidosis, a liver 
disease caused by force-feeding of the birds at a foie gras farm. 
Two of the rescued ducks, Kohl and Harper, were in bad shape 
physically and emotionally. Very afraid of people, Kohl had 
deformed legs and Harper was blind in one eye. The two forged a 
fine supportive friendship for four years. Ducks are social birds, 
but even so, the intensity of their bond was unusual. When Kohl’s 
leg pain increased and he could no longer walk, he was eutha-
nized. Harper was allowed to observe the procedure and to 
approach his friend’s body afterward. After pushing on the body, 
Harper laid down and put his head and neck over Kohl’s neck. 
There he stayed for some hours. In effect, Harper never recov-
ered from his loss. Day after day, he snubbed other potential 
duck friends, preferring to sit near a small pond where he had 
often gone with Kohl. Two months later Harper died as well. 

The Sorrow ConTinuum
It Is logIcal to think that long-lived species whose members part-
ner most closely with others in tight-knit pairs, family groups or 

communities may more readily mourn the deaths of loved ones 
than other species do. But researchers do not yet know enough 
about animal grief to make such a claim. We need to test this 
hypothesis by systematically comparing responses to death in a 
variety of animal social systems, from gregarious ones to those in 
which animals come together only seasonally for food or mating. 

Still, species-level differences in grieving will not be the 
whole story, because variation in the immediate social contexts 
and personalities of individual survivors will complicate mat-
ters. For instance, whereas the practice of allowing a survivor to 
view the body, as Harper did with Kohl, sometimes seems to pre-
vent or reduce a period of distressed searching and vocalizing by 
the surviving animal, other times it seems not to help at all—
attesting to the degree of individual variation in death responses 
within species. Likewise, evidence for grief in wild monkeys that 
live in co  hesive social units is surprisingly limited so far, whereas 
in more solitary species such as domestic cats, bonds may devel-
op be  tween two or more kin or friends such that grief responses 
rival those of much more social animals. I would predict that 
field observations will show that  some  monkeys across varied 

Female gorilla clutches her dead baby in a zoo in Münster, 
Germany. Although such behavior is not sufficient to demonstrate 
mourning, mothers who lose infants are among the strongest candidates 
for experiencing survivor’s grief. 
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social systems visibly mourn as much as some  domestic cats. 
Indeed, in How Animals Grieve, I recount examples from cats, 
dogs, rabbits, horses and birds, as well as the other animals dis-
cussed here. In each species I find a grief continuum, with some 
individuals seeming indifferent to a companion’s death and oth-
er individuals appearing distraught over such a loss. 

Cognitive differences also play a role in animal grief. Just as 
there are different levels of empathy expressed by different spe-
cies and even across individuals within a species, there must be 
varying levels of comprehension when animals grieve. Do some 

animals grasp death’s finality or even have a mental concept of 
death? We simply don’t know. No evidence suggests that any 
nonhuman animal anticipates death in the way we humans do, a 
capacity that underlies so much of our compelling literature, 
music, art and theater—and that costs our species a great deal in 
terms of emotional suffering. 

Indeed, the capacity to mourn may become quite costly for 
any animal in both physical and emotional terms, especially in 
the wild where alert high-energy behavior is needed for foraging, 
predator avoidance and mating. Why then did grief evolve in the 
first place? Perhaps the social withdrawal that often accompa-
nies an animal’s grief, if not taken too far, allows time for rest 
and thus an emotional recovery that in turn leads to greater suc-
cess in forging a new close bond. Or, as John Archer writes in The 
Nature of Grief, it may be that “the costs involved in grief can be 
viewed as a trade-off with the overall benefits conferred by sepa-
ration responses” seen when two individuals are keenly attached 
but forced apart from each other. Under such circumstances, the 
missing partners may search for each other and thereby reunite 
and live to see another day. What is adaptive, then, may not be 
grief itself but instead the strong positive emotions experienced 
before grief comes into the picture, shared between two or more 
living animals whose level of cooperation in nurturing or 
resource-acquisition tasks is enhanced by these feelings. 

The Price of Love
From this perspective, we may link grief with love, full stop. That 
is to say, grief results from love lost. Exploring emotions in a vari-
ety of species, ecologist and animal behaviorist Marc Bekoff of the 
University of Colorado at Boulder embraces the idea that many 
animals feel “love” as well as “grief,” even as he acknowledges 
that those concepts are hard to define precisely. We humans, he 
notes, do not fully understand love, but we do not deny its exis-
tence—or its power to shape our emotional responses.

In his book Animals Matter, Bekoff tells the story of a coyote 
called Mom whom he observed for several years during behavior-
al studies in Wyoming’s Grand Teton National Park. At one point 
Mom began to make short journeys on her own away from her 
pack. Her offspring would rejoice when she returned: they licked 

Mom and rolled over exuberantly at her feet. Then Mom left for 
good. Some of the coyotes in her pack paced; others searched for 
her, setting off in the direction Mom had departed. “For more 
than a week some spark seemed to be gone,” Bekoff writes. “Her 
family missed her.” Discussing animal emotion with me earlier 
this year, Bekoff attributed the family’s response to its love for 
Mom. Generally, the potential for love is strong in species such as 
coyotes, wolves and many birds, including geese, he said, because 
male and female partners defend territories, feed and raise their 
young together, and miss each other when they are apart. 

Love in the animal world often entwines with 
grief in an acute mutuality. Perhaps even more 
than the degree of social cohesion within a spe-
cies, it is love between individuals that predicts 
when grief will be expressed. Can there be any 
real doubt that Willa, a representative of a spe-
cies (the domestic cat) not known for its social 
nature, loved her sister, Carson, or that as the sole 
surviving sister, she suffered grief in the wake of 
her loss? 

In our own species, grief increasingly became expressed 
through rituals rich in symbolism. By around 100,000 years ago, 
our Homo sapiens ancestors decorated dead bodies in red ocher, 
a behavior interpreted by archaeologists to be a kind of symbolic 
(rather than functional) ornamentation. At a site in Russia called 
Sunghir, two children younger than 13 years, a boy and a girl, 
were buried 24,000 years ago, together with elaborate grave 
goods ranging from mammoth tusks to animals carved from ivo-
ry. Most astonishing were the thousands of ivory beads found in 
the pair’s grave, probably sewn onto the clothing (long since dis-
integrated) in which the children were buried. A good portion of 
this ancient human community at Sunghir must have come 
together in preparing this funeral ritual—each bead alone took 
an hour or more to manufacture. Although it is risky to project 
modern emotions onto past populations, the examples of animal 
grief reviewed here strengthen an emotion-based interpretation 
of the archaeological evidence: our ancestors of many thousands 
of years ago mourned their lost children. 

In our modern world, grief is no longer inevitably confined to 
kin, close social partners or immediate members of one’s own 
community. Public commemoratives at the Peace Memorial Park 
in Hiroshima; the genocide memorial center in Kigali, Rwanda; 
the Foundation Memorial to the Murdered Jews of Europe in 
Berlin; or the site of the Twin Towers in Manhattan or Sandy 
Hook Elementary School in Newtown, Conn., all convey visibly 
the power of agonized global mourning. Our uniquely human 
capacity for sorrow at the deaths of those who are strangers to us 
is built on an evolutionary substrate. Our own ways of mourning 
may be unique, but the human capacity to grieve deeply is some-
thing we share with other animals. 

m o r e  t o  e x p l o r e
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Chemists typiCally ConCern themselves with the proper-
ties of matter at the level of atoms and molecules. That focus may 
seem narrow, but it is quite the opposite. Chemistry reveals a 
great deal about the world around us, including the origins of life, 
how the human body works and how tiny molecules can pro-
foundly change the earth’s atmosphere. And, of course, chemistry 
makes it possible to create useful materials not found in nature. 

 Such insights have been celebrated for more than a century, 
as evidenced by the long record of Nobel Prizes for advances in 
chemistry. This summer past winners of the prize are joining 
up-and-coming scientists in Lindau, Germany, to discuss previ-
ous breakthroughs and future prospects. In honor of the event—
the 63rd Lindau Nobel Laureate Meeting—Scientific American

is publishing excerpts from articles authored by Nobel Laure-
ates in chemistry over the years, beginning on page 70. Many of 
the snippets resonate with researchers’ priorities today.

It might come as a surprise that scientists did not put the ini-

tially abstract notions of atoms and molecules on a solid experi-
mental footing until the beginning of the 20th century. Writing 
in Scientific American in 1913, Theodor (The) Svedberg described 
how Ernest Rutherford’s work on the alpha particle (the nucleus 
of the helium atom), among other studies, established the exis-
tence of atoms and molecules beyond a reasonable doubt. Fast-
forward 100 years, and techniques such as atomic force micros-
copy produce images of molecules in which atoms—and the 
chemical bonds between them—are clearly visible. If seeing is 
believing, such pictures leave little room for doubt.

Back in the early 20th century, the development of x-ray crys-
tallography enabled scientists to produce the first images of the 
three-dimensional arrangements of atoms in various molecules. 
In Scientific American in 1961, John C. Kendrew likened the experi-
ence of glimpsing the 3-D structure of the oxygen-binding pro-
tein myoglobin to European explorers first sighting the Americas. 

Even today many researchers rely on x-ray crystallography to 

A nobel
 gAthering
as laureates and newcomers in
 ChemistrY
 form new bonds, we celebrate
 their achievements,
 Past and future 

edited by ferris jabr
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visualize the structures of proteins and other molecules in living things. Two of the last 
four Nobel Prizes in Chemistry (2009 and 2012) were awarded for research based, in 
part, on x-ray structural studies of large assemblies of molecules in cells, namely the 
ribosome and G-protein coupled receptors (GPCRs). In the case of the ribosome, x-ray 
crystallography has not only offered us a look at how this elaborate molecular machine 
strings amino acids into proteins but has also helped researchers develop more effec-
tive antibiotics that interfere with bacterial ribosomes. A more detailed understanding 
of GPCRs could similarly help researchers design more sophisticated medicines, 
because a third of all commercial drugs are thought to act on these abundant proteins 
embedded in cell walls. In 2011 scientists produced the first x-ray image of a GPCR in 
action, uncovering fresh details about the carefully choreographed steps involved in 
transmitting a signal through a cell membrane. 

Although x-ray crystallography and other new tools allowed researchers to exam-
ine the biochemistry of living organisms in greater detail, the origin of life itself 
remained far more mysterious. In 1952 Harold C. Urey and his student Stanley L. Miller 
conducted what is now regarded as the classic chemical origins-of-life experiment. By 
re-creating conditions in the laboratory that ostensibly represented the earth’s early 
atmosphere, they showed that simple compounds could form amino acids—the build-
ing blocks of proteins and all life on earth. Researchers continue to investigate how life 
first arose. One school of thought proposes that the biochemical machinery we know 
today (the DNA that makes RNA, which in turn makes proteins) was predated by an 
RNA world in which RNA did everything by itself. 

The same year that Urey oversaw the origins-of-life experiment, he published an 
article in Scientific American about the beginnings of the earth’s atmosphere. Over 
time, it has become increasingly clear that we have dramatically changed our planet’s 
atmosphere with man-made chemicals. Chlorofluorocarbons (CFCs), for example, have 
contributed to the depletion of the ozone layer. The atmosphere’s chemical complexity 
continues to surprise scientists. A study published just last year focused on the discov-
ery of a previously undetected substance in the atmosphere that can convert sulfur 
dioxide into sulfuric acid, a component of acid rain. In turn, the discovery of new atmo-
spheric compounds helps researchers refine their models of atmospheric processes, 
which we rely on to predict future changes.

Artificial substances produced through chemistry have also greatly improved peo-
ple’s everyday lives. During the past century, increasingly sophisticated synthetic chem-
istry has yielded useful materials and medicines that do not occur naturally. Synthetic 
polymers are a good example: they are large molecules made of repeating units (mono-
mers) typically linked together in chains. Their trademarked names are probably quite 
familiar: Teflon, Styrofoam and Kevlar. In recognition of their development of catalysts 

that control the orientation of monomers 
as they are added to a growing polymer 
chain, Giulio Natta and Karl W. Ziegler 
received the Nobel Prize in Chemistry in 
1963. Commercial plastics made using 
Ziegler- Natta (and related) catalysts are 
still produced on a massive scale today.

Because chemistry is so broad, one 
can envision a host of future break-
throughs worthy of Nobel Prizes. Perhaps 
scientists will build a functional cell from 
scratch or an artificial leaf that extracts 
energy from sunlight more efficiently 
than plants. Whatever discoveries come 
next, history suggests that they will 
reveal the hidden workings of the world 
around us and will help us to create what 
we need when nature fails to provide it.

 —Stuart Cantrill

Stuart Cantrill is chief editor of Nature Chemistry.

Modern Theories of 
elecTriciTy and MaTTer

By Marie Curie 
PubliShed in  
June 1908
NOBEL PRIZE  
IN 1911

When one reviews the progress made  
in the department of physics within the 
last ten years, he is struck by the change 
which has taken place in the fundamen­
tal ideas concerning the nature of elec­
tricity and matter. The change has been 
brought about in part by researches on 
the electric conductivity of gas, and in 
part by the discovery and study of the 
phenomena of radioactivity. It is, I be ­
lieve, far from being finished, and we 
may well be sanguine of future develop­
ments. One point which appears today 
to be definitely settled is a view of atom­
ic structure of electricity, which goes to 
conform and complete the idea that we 
have long held regarding the atomic 
structure of matter, which constitutes 
the basis of chemical theories.

At the same time that the existence  
of electric atoms, indivisible by our  
present means of research, appears to  
be established with certainty, the impor­
tant properties of these atoms are also 
shown. The atoms of negative electricity, 
which we call electrons, are found to 

i n  b r i e f

Every summer in Lindau, Germany, Nobel Prize 
recipients and up-and-coming researchers in a 
particular field gather and socialize. This year the 
meeting focuses on chemistry.
In celebration of the Lindau meeting, Scientific

AmericAn has chosen 11 excerpts from articles in 
the magazine’s archives authored by Nobel Lau-
reates in chemistry.
The excerpts cover a surprisingly wide range of 
subjects, from the details of atoms and molecules 
to the chemical makeup of the earth’s atmo-
sphere. Some describe fundamental discoveries 
about natural elements; others recount research-
ers’ attempts to create brand-new substances.
Some of the questions that preoccupied chem-
ists many decades ago remain unanswered to-
day, and certain man-made materials once con-
sidered unusual and of uncertain value have now 
become commonplace.
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exist in a free state, independent of 
all material atoms, and not having any 
properties in common with them. In  
this state they possess certain dimen-
sions in space, and are endowed with  
a certain inertia, which has suggested 
the idea of attributing to them a corre-
sponding mass. 

Experiments have shown that their 
dimensions are very small compared 
with those of material molecules, and 
that their mass is only a small fraction, 
not exceeding one one-thousandth  

of the mass of an atom of hydrogen. They 
show also that if these atoms can exist 
isolated, they may also exist in all ordi-
nary matter, and may be in certain cases 
emitted by a substance such as a metal 
without its properties being changed in a 
manner appreciable by us. 

If, then, we consider the electrons as 
a form of matter, we are led to put the 
division of them beyond atoms and to 
admit the existence of a kind of extreme-
ly small particles, able to enter into the 
composition of atoms, but not necessari-

ly by their departure involving atomic 
destruction. Looking at it in this light, 
we are led to consider every atom as a 
complicated structure, and this supposi-
tion is rendered probable by the com-
plexity of the emission spectra which 
characterize the different atoms. We 
have thus a conception sufficiently exact 
of the atoms of negative electricity. 

It is not the same for positive electric-
ity, for a great dissimilarity appears to 
exist between the two electricities. Posi-
tive electricity appears always to be 
found in connection with material 
atoms, and we have no reason, thus far, 
to believe that they can be separated. 
Our knowledge relative to matter is also 
increased by an important fact. A new 
property of matter has been discovered 
which has received the name of radioac-
tivity. Radioactivity is the property which 
the atoms of certain substances possess 
of shooting off particles, some of which 
have a mass comparable to that of the 
atoms themselves, while the others are 
the electrons. This property, which ura-
nium and thorium possess in a slight 
degree, has led to the discovery of a new 
chemical element, radium, whose radio-
activity is very great. Among the parti-
cles expelled by radium are some which 
are ejected with great velocity, and their 
expulsion is accompanied with a consid-
erable evolution of heat. A radioactive 
body constitutes then a source of energy. 

According to the theory which best 
accounts for the phenomena of radioac-
tivity, a certain proportion of the atoms 
of a radioactive body is transformed in a 
given time, with the production of atoms 
of less atomic weight, and in some cases 
with the expulsion of electrons. This is a 
theory of the transmutation of elements, 
but differs from the dreams of the alche-
mists in that we declare ourselves, for 
the present at least, unable to induce or 
influence the transmutation. Certain 
facts go to show that radioactivity apper-
tains in a slight degree to all kinds of 
matter. It may be, therefore, that matter 
is far from being as unchangeable or 
inert as it was formerly thought and is, 
on the contrary, in continual transforma-
tion, although this transformation 
escapes our notice by its relative slow-
ness. The conception of the existence  
of atoms of electricity which is thus 
brought before us plays an essential part 
in modern theories of electricity.
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The RealiTy  
of Molecules

By Theodor  
(The) SvedBerg 
Published in  
February 1913 
NOBEL PRIZE  
IN 1926

Anyone consulting a handbook of chem-
istry or physics written toward the end 
of the nineteenth century, to gain infor-
mation regarding molecules, would in 
many cases have met with rather skepti-
cal statements as to their real existence. 
Some authors went so far as to deny that 
it would ever be possible to decide the 
question experimentally. And now, after 
one short decade, how the aspect of 
things is changed! The existence of mol-
ecules may today be considered as firmly 
established. The cause of this radical 
change of front must be sought in the 
experimental investigations of our still 
youthful twentieth century. [Ernest] 
Rutherford’s brilliant investigations on 
α-rays, and various researches on sus-
pensions of small particles in liquids 
and gases, furnish the experimental sub-
stantiation of the atomistic conception 
of matter. 

The modern proof for the existence of 
molecules is based in part upon phenom-
ena which give us a direct insight into the 
discontinuous (discrete) structure of mat-
ter, and in part upon the “working mod-
el” of the kinetic theory furnished us in 
colloidal solutions. These last have been 
shown to differ from “true” solutions only 
in that the particles of the dissolved sub-
stance are very much larger in the case of 
colloids. In all respects they behave like 
true solutions, and follow the same laws 
as the latter. And, thirdly, the recent 
direct proof of the existence of indivisible 
elementary electric charges enable us to 
draw conclusions regarding the atomic 
structure of ponderable matter.

Among the first-mentioned class of 
proofs is Rutherford’s great discovery 
(1902–1909) that many radioactive sub-
stances emit small particles which, after 
losing their velocity, as for instance by 
impact against the walls of a containing 
vessel, display the properties of helium 
gas. In this way it has been proved exper-
imentally that helium is built up of small 

discrete particles, molecules. In fact, 
Rutherford was able actually to count the 
number of α particles or helium mole-
cules contained in one cubic centimeter 
of helium gas at 0 degree Centigrade and 
one atmosphere pressure (1908). 

The second class of proofs of the exis-
tence of molecules comprises a number of 
researches on the change of concentration 
with level which is observed in colloidal 
suspensions, and on the related phenome-
na of diffusion, Brownian movement, and 
light absorption in such systems. 

Lastly, modern investigations of the 
conduction of electricity through gases, 
and of the so-called β rays, have shown 
conclusively that electric charges, like 
matter, are of atomic nature, i.e., com-
posed of ultimate elementary charged 
particles, whose mass is only about 
1/700 of a hydrogen atom. Quite recently 
[Robert Andrews] Millikan and [Erich] 
Regener have succeeded by entirely dif-
ferent methods in isolating an electron 
and studying it directly.

We see, then, that the scientific work 
of the past decade has brought most con-
vincing proof of the existence of mole-
cules. Not only is the atomic structure of 
matter demonstrated beyond reasonable 
doubt, but means have actually been 
found to study an individual atom. We 
can now directly count and weigh the 
atoms. What skeptic could ask for more?

hoT aToM cheMisTRy 

By WillArd F. liBBy 
Published in  
March 1950
NOBEL PRIZE  
IN 1960

One of the first things a beginning 
chemistry student learns is that the 
chemical behavior of an atom depends 
solely on the electrons circulating 
around the nucleus, and not at all on the 
nucleus itself. In fact, the classical defi-
nition of isotopes states that all the iso-
topes of a given element are identical in 
chemical activity, even though the nuclei 
are different. Like all generalizations, 
even this one has a little bit of falsehood 
in it. The truth is that the chemical 
behavior of an atom may be strongly 

influenced by events in its nucleus, if the 
nucleus is radioactive. The bizarre chem-
ical effects sometimes produced by radio-
active atoms have given rise to a fascinat-
ing new branch of investigation known 
as hot atom chemistry. 

Unusual chemical reactions among 
hot atoms were noticed soon after the 
discovery of radioactivity. The serious 
study of hot atom chemistry began as 
early as 1934, when Leo Szilard and T. A. 
Chalmers in England devised a method, 
known as the Szilard-Chalmers process, 
for utilizing such reactions to obtain 
concentrated samples of certain radioac-
tive compounds for research purposes. 
But not until the end of the recent war, 
when chemists began to work with large 
amounts of radioactive materials, did 
the subject begin to attract wide inter-
est. Since the war, reports of investiga-
tions in this intriguing field have come 
from laboratories in all the leading sci-
entific countries of the world. 

The particular set of reactions we 
shall consider is the behavior of radioac-
tive iodine in the compound ethyl 
iodide—Ch3CH2I. We begin with an ordi-
nary liquid sample of the compound and 
transform some of the iodine atoms in it 
into a radioactive variety by irradiating 
them with neutrons from a chain-react-
ing pile or a cyclotron. Neutrons have no 
chemical properties, since they consist 
of pure nuclear matter with no associat-
ed external electrons. Because they have 
no external electrons, and are them-
selves electrically neutral, their pene-
trating power is amazing. They readily 
proceed through several inches of solid 
material until they chance to interact 
with some of the tiny atomic nuclei in 
their path. 

Suppose, then, we expose a bottle  
of liquid ethyl iodide to a source of neu-
trons. The neutrons penetrate the glass, 
and a certain proportion of them are 
captured by the iodine atoms. When the 
nucleus of a normal iodine atom, I-127, 
takes in a neutron, it is transformed into 
the radioactive isotope I-128. This new 
species is extremely unstable: in much 
less than a millionth of a millionth of a 
second it emits a gamma ray of huge 
energy—several million electron volts. 
After giving off this tremendous energy, 
the I-128 atom is reduced to a lower state 
of excitation. It is still unstable; the atom 
continues to decay, and gradually, with a 
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half-life of 25 minutes, the I-128 atoms 
degenerate into xenon 128 by emitting 
beta particles. The emission of this ener-
gy gives the I-128 atom in the ethyl-
iodide molecule a large recoil energy, 
just as the firing of a bullet from a gun 
makes the gun recoil. The atom’s recoil 
energy is calculated to be some 200 mil-
lion electron volts. Now the chemical 
energy with which the iodine atom is 
bound in the ethyl-iodide molecule is 
only about three or four electron volts. 
The energy of recoil is so much greater 
than the strength of the chemical bond 
that every I-128 atom is ejected from its 
molecule with considerable force. Hot 
atom chemistry is concerned with the 
unusual chemical reactions that these 
high-velocity iodine atoms undergo  
after they are expelled from the mole-
cule. Since the 1-128 atoms are radioac-
tive, it is relatively easy to trace them 
through their subsequent activities.

To what uses can hot atom chemistry 
be put? One of the obvious uses is the 
preparation of extremely concentrated 
sources of radioactivity. This technique 
should be of assistance in many purpos-
es for which radioactive material is used, 
notably in biology. When a radioactive 
isotope is injected into the body, either 
as a tracer or in a treatment for disease, 
it is often essential that the amount of 
material injected be held to a minimum, 
in order to avoid disturbance of the nor-
mal constitution of the blood or the nor-
mal metabolism of the body. 

The Three-Dimensional 
sTrucTure of  
a ProTein molecule 

By John C. Kendrew
Published in  
december 1961 
NOBEL PRIZE  
IN 1962

when the early explorers of America 
made their first landfall, they had the 
unforgettable experience of glimpsing a 
New World that no European had seen 

before them. Moments such as this— 
first visions of new worlds—are one  
of the main attractions of exploration. 
From time to time scientists are privi-
leged to share excitements of the same 
kind. Such a moment arrived for my col-
leagues and me one Sunday morning in 
1957, when we looked at something no 
one before us had seen: a three-dimen-
sional picture of a protein molecule in 
all its complexity. This first picture was  
a crude one, and two years later we had 
an almost equally exciting experience, 
extending over many days that were 
spent feeding data to a fast computing 
machine, of building up by degrees a far 
sharper picture of this same molecule. 
The protein was myoglobin, and our 
new picture was sharp enough to enable 
us to deduce the actual arrangement in 
space of nearly all of its 2,600 atoms.  
We had chosen myoglobin for our first 
attempt because, complex though it is,  
it is one of the smallest and presumably 
the simplest of protein molecules, some 
of which are 10 or even 100 times larger. 

In a real sense, proteins are the 

 Our picture was 
sharp enough  
to deduce the 
arrange ment  
of the protein 

myoglobin’s 
2,600 atoms.

—John C. Kendrew, 1961
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“works” of living cells. Almost all chemi-
cal reactions that take place in cells are 
catalyzed by enzymes, and all known 
enzymes are proteins; an individual cell 
contains perhaps 1,000 different kinds of 
enzyme, each catalyzing a different and 
specific reaction. Proteins have many 
other important functions, being con-
stituents of bone, muscle and tendon, of 
blood, of hair and skin and membranes. 
In addition to all this it is now evident 
that the hereditary information, trans-
mitted from generation to generation in 
the nucleic acid of the chromosomes, 
finds its expression in the characteristic 
types of protein molecule synthesized by 
each cell. Clearly to understand the 
behavior of a living cell it is necessary 
first to find out how so wide a variety of 
functions can be assumed by molecules 
all made up for the most part of the 
same few basic units. 

These units are amino acids, about 
20 in number, joined together to form 
the chains known as polypeptides. The 
hemoglobin in red blood corpuscles con-
tains four polypeptide chains. Myoglo-
bin is a junior relative of hemoglobin, 
consisting of a single polypeptide chain.

Even in the present incomplete state 
of our studies on myoglobin we are 
beginning to think of a protein molecule 
in terms of its three-dimensional chemi-
cal structure and hence to find rational 
explanations for its chemical behavior 
and physiological function, to under-
stand its affinities with related proteins 
and to glimpse the problems involved in 
explaining the synthesis of proteins in 
living organisms and the nature of the 
malfunctions resulting from errors in 
this process. It is evident that today stu-
dents of the living organism do indeed 
stand on the threshold of a new world. 
Analyses of many other proteins, and  
at still higher resolutions (such as we 
hope soon to achieve with myoglobin), 
will be needed before this new world 
can be fully invaded, and the manifold 
interactions between the giant mole-
cules of living cells must be compre-
hended in terms of well-understood 
concepts of chemistry.

Nevertheless, the prospect of estab-
lishing a firm basis for an understanding 
of the enormous complexities of struc-
ture, of biogenesis and of function of liv-
ing organisms in health and disease is 
now distinctly in view. 

Genetic RepRessoRs

By Mark Ptashne  
and Walter GilBert
Published in June 1970
NOBEL PRIZE  
IN 1980 (GILBERt)

how are genes controlled? All cells 
must be able to turn their genes on and 
off. For example, a bacterial cell may 
need different enzymes in order to digest 
a new food offered by a new environ-
ment. As a simple virus goes through its 
life cycle its genes function sequentially, 
directing a series of timed events. As 
more complex organisms develop from 
the egg, their cells switch thousands of 
different genes on and off, and the 
switching continues throughout the 
organism’s life cycle. This switching 
requires the action of many specific con-
trols. During the past 10 years one mech-
anism of such control has been 
elucidated in molecular terms: the con-
trol of specific genes by molecules called 
repressors. Detailed understanding of 
control by repressors has come primarily 
through genetic and biochemical experi-
ments with the bacterium Escherichia 
coli and certain viruses that infect it.

The repressor binds, or attaches, 
directly to the DNA molecule at the begin-
ning of the set of genes it controls, at a 
site called the operator, preventing the 
RNA polymerase from transcribing the 
gene into RNA and thus turning off the 
gene. Each set of independently regulated 
genes is controlled by a different repres-
sor made by a different repressor gene.

The repressor determines when the 
gene turns on and off by functioning as 
an intermediate between the gene and an 
appropriate signal. Such a signal is often 
a small molecule that sticks to the repres-
sor and alters or slightly distorts its 
shape. In some cases this change in shape 
renders the repressor inactive, that is, no 
longer able to bind to the operator, and so 
the gene is no longer repressed; the gene 
turns on when the small molecule, which 
here is called an inducer, is present. In 
other cases the complex of the repressor 
and the small molecule is the active form; 
the repressor is only able to bind to the 
operator when the small molecule (here 
called a corepressor) is present.

Richard Burgess and Andrew Travers 
of Harvard University and Ekkehard 
Bautz and John J. Dunn of Rutgers Uni-
versity have shown that RNA poly-
merase, which initiates the synthesis of 
RNA chains at the promoters, contains 
an easily dissociated subunit that is 
required for proper initiation. This sub-
unit, the sigma factor, endows the 
enzyme to which it is complexed with 
the ability to read the correct promoters. 
Travers has shown that the E. coli phage 
T4 produces a new sigma factor that 
binds to the bacterial polymerase and 
enables it to read phage genes that the 
original enzyme-sigma complex cannot 
read. This change explains part of the 
timing of events after infection with T4. 

The first proteins made are synthe-
sized under the direction of the bacteri-
al sigma factor; among these proteins  
is a new sigma factor that directs the 
enzyme to read new promoters and 
make a new set of proteins. This control 
by changing sigma factors can regulate 
large blocks of genes. We imagine that 
in E. coli there are many classes of pro-
moters and that each class is recognized 
by a different sigma factor, perhaps  
in conjunction with other large and 
small molecules.

Both the turning on and the turning 
off of specific genes depend ultimately on 
the same basic elements we have dis-
cussed here: the ability to recognize a 
specific sequence along the DNA mole-
cule and to respond to molecular signals 
from the environment. The biochemical 
experiments with repressors demonstrate 
the first clear mechanism of gene control 
in molecular terms. Our detailed knowl-
edge in this area has provided some tools 
with which to explore other mechanisms.

RnA As An enzyme

By thoMas r. CeCh 
Published in  
november 1986
NOBEL PRIZE  
IN 1989

in a living cell the nucleic acids DNA 
and RNA contain the information need-
ed for metabolism and reproduction. 
Proteins, on the other hand, are func-
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tional molecules: acting as enzymes, 
they catalyze each of the thousands of 
chemical reactions on which cellular 
metabolism is based. Until recently it 
was generally accepted that the catego-
ries are exclusive. Indeed, the division of 
labor in the cell between informational 
and catalytic molecules was a deeply 
held principle of biochemistry. Within 
the past few years, however, that neat 
scheme has been overturned by the dis-
covery that RNA can act as an enzyme.

The first example of RNA catalysis 
was discovered in 1981 and 1982 while 
my colleagues and I were studying an 
RNA from the protozoan Tetrahymena 
thermophila. Much to our surprise, we 
found that this RNA can catalyze the 
cutting and splicing that leads to the 
removal of part of its own length. If  
one could overlook the fact that it was 
not a protein, the Tetrahymena RNA 
came close to fulfilling the definition  
of an enzyme.

What does the startling finding of 
RNA enzymes imply? The first implica-
tion is that one can no longer assume a 
protein lies behind every catalytic activi-
ty of the cell. It now appears that several 
of the operations that tailor an RNA 
molecule into its final form are at least 
in part catalyzed by RNA. Moreover, the 
ribosome (the organelle on which pro-
teins are assembled) includes several 
molecules of RNA, along with a variety 
of proteins. It may be that the RNA of 
the ribosome—rather than its protein—
is the catalyst of protein synthesis, one 
of the most fundamental biological 
activities. RNA catalysis also has evolu-
tionary implications. Since nucleic acids 
and proteins are interdependent, it has 
often been argued that they must have 
evolved together. The finding that RNA 
can be a catalyst as well as an informa-
tional molecule suggests that when life 
originated, RNA may have functioned 
without DNA or proteins.

Having wandered back into the pre-
biotic past, it is fun to peer into the 
future and speculate about where the 
next examples of RNA catalysis might be 
found. In all known examples the sub-
strate for the RNA enzyme has been 
RNA: another part of the same molecule, 
a different RNA polymer or a single 
nucleotide. This is probably not acciden-
tal. RNA is well suited to interacting 
with other RNAs, but it is more difficult 

to envision RNA forming a good active 
site with other biologically significant 
molecules such as amino acids or fatty 
acids. Hence I expect that future exam-
ples of RNA catalysis will also entail 
RNA as the substrate.

Two possibilities come to mind. One 
involves the small nuclear ribonucleo-
protein particles (snRNPs) required for 
many operations in the nucleus. The 
other possibility is the ribosome.

The conclusion that protein synthe-
sis is catalyzed by RNA would be a final 
blow to the idea that all cellular func-
tion resides in proteins. Of course, it 
may not be so; the ribosome may be 
such an intimate aggregation of protein 
and nucleic acid that its catalytic activi-
ty cannot be assigned exclusively to 
either component. Yet whether or not 
the synthetic activity of the ribosome 
can be attributed to the ribosomal RNA, 
a fundamental change has taken place 
in biochemistry in the past five years.  
It has become evident that, in some 
instances at least, information-carrying 
capacity and catalytic activity inhere in 
the same molecule: RNA. The implica-
tions of this dual capacity are only 
beginning to be understood. 

UP IN THE AIR

EARTH 
SCIENCE

The Origin Of The earTh

By Harold C. Urey 
Published in  
OctOber 1952
NOBEL PRIZE  
IN 1934

aristarchus  of the Aegean island of 
Samos first suggested that the earth and 
the other planets moved about the sun—
an idea that was rejected by astrono-
mers until Copernicus proposed it again 
2,000 years later. The Greeks knew the 
shape and the approximate size of the 
earth, and the cause of eclipses of the 
sun. After Copernicus, the Danish 
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astronomer Tycho Brahe watched the 
motions of the planet Mars from his 
observatory on the Baltic island of 
Hveen; as a result Johannes Kepler was 
able to show that Mars and the earth 
and the other planets move in ellipses 
about the sun. Then the great Isaac New-
ton proposed his universal law of gravi-
tation and laws of motion, and from 
these it was possible to derive an exact 
description of the entire solar system. 
This occupied the minds of some of the 
greatest scientists and mathematicians 
in the centuries that followed. 

Unfortunately it is a far more difficult 
problem to describe the origin of the 
solar system than the motion of its parts. 
Indeed, what was the process by which 
the earth and other planets were formed? 
None of us was there at the time, and any 
suggestions that I may make can hardly 
be considered as certainly true. The most 
that can be done is to outline a possible 
course of events which does not contra-
dict physical laws and observed facts.

A vast cloud of dust and gas in an 
empty region of our galaxy was com-
pressed by starlight. Later gravitational 
forces accelerated the accumulation pro-
cess. In some way which is not yet clear 
the sun was formed, and produced light 
and heat much as it does today. Around 
the sun wheeled a cloud of dust and gas 
which broke up into turbulent eddies 
and formed protoplanets, one for each of 
the planets and probably one for each of 
the larger asteroids between Mars and 
Jupiter. At this stage in the process the 
accumulation of large planetesimals 
took place through the condensation of 
water and ammonia. Among these was a 
rather large planetesimal which made 
up the main body of the moon; there 
was also a larger one that eventually 
formed the earth. The temperature of 
the planetesimals at first was low, but 
later rose high enough to melt iron. In 
the low-temperature stage water accu-
mulated in these objects, and at the 
high-temperature stage carbon was cap-
tured as graphite and iron carbide. Now 
the gases escaped, and the planetesimals 
combined by collision. 

So, perhaps, the earth was formed!
But what has happened since then? 

Many things, of course, among them the 
evolution of the earth’s atmosphere. At 
the time of its completion as a solid body, 
the earth very likely had an atmosphere of 

water vapor, nitrogen, methane, some 
hydrogen and small amounts of other gas-
es. J.H.J. Poole of the University of Dublin 
has made the fundamental suggestion 
that the escape of hydrogen from the 
earth led to its oxidizing atmosphere. The 
hydrogen of methane (CH4) and ammo-
nia (NH3) might slowly have escaped, 
leaving nitrogen, carbon dioxide, water 
and free oxygen. I believe this took place, 
but many other molecules containing 
hydrogen, carbon, nitrogen and oxygen 
must have appeared before free oxygen. 
Finally life evolved, and photosynthesis, 
that basic process by which plants convert 
carbon dioxide and water into foodstuffs 
and oxygen. Then began the development 
of the oxidizing atmosphere as we know it 
today. And the physical and chemical evo-
lution of the earth and its atmosphere is 
continuing even now.

The Changing  
aTmosphere

By Thomas E. 
GraEdEl and   
Paul J. CruTzEn 
Published in 
sePtember 1989
NOBEL PRIZE  
IN 1995 (CRutZEN)

The earth’s atmosphere has never been 
free of change: its composition, tempera-
ture and self -cleansing ability have all 
varied since the planet first formed. Yet 
the pace in the past two centuries has 
been remarkable: the atmosphere’s com-
position in particular has changed signif-
icantly faster than it has at any time in 
human history. 

The increasingly evident effects of the 
ongoing changes include acid deposition 
by rain and other processes, corrosion of 
materials, urban smog and a thinning of 
the stratospheric ozone (O3) shield that 
protects the earth from harmful ultravio-
let radiation. Atmospheric scientists 
expect also that the planet will soon 
warm rapidly (causing potentially dra-
matic climatic shifts) through enhance-
ment of the greenhouse effect—the 
heating of the earth by gases that absorb 
infrared radiation from the sun-warmed 
surface of the planet and then return the 
radiation to the earth.

Certainly some fluctuation in the con-

centrations of atmospheric constituents 
can derive from variations in rates of 
emission by natural sources. Volcanoes, 
for instance, can release sulfur- and chlo-
rine-containing gases into the troposphere 
(the lower 10 to 15 kilometers of the atmo-
sphere) and the stratosphere (extending 
roughly from 10 to 50 kilometers above the 
surface). The fact remains, however, that 
the activities of human beings account for 
most of the rapid changes of the past 200 
years. Such activities include the combus-
tion of fossil fuels (coal and petroleum) 
for energy, other industrial and agricul-
tural practices, biomass burning (the 
burning of vegetation) and deforestation.

Our projections for the future are dis-
couraging if one assumes that human 
activities will continue to emit large quan-
tities of undesirable trace gases into the 
atmosphere. Humanity’s unremitting 
growth and development not only are 
changing the chemistry of the atmosphere 
but also are driving the earth rapidly 
toward a climatic warming of unprece-
dented magnitude. This climatic change, 
in combination with increased concentra-
tions of various gases, constitutes a poten-
tially hazardous experiment in which 
everyone on the earth is taking part.

What is particularly troubling is the 
possibility of unwelcome surprises, as 
human activities continue to tax an atmo-
sphere whose inner workings and inter-
actions with organisms and nonliving 
materials are incompletely understood. 
The Antarctic ozone hole is a particularly 
ominous example of the surprises that 
may be lurking ahead. Its unexpected 
severity has demonstrated beyond doubt 
that the atmosphere can be exquisitely 
sensitive to what seem to be small chemi-
cal perturbations and that the manifesta-
tions of such perturbations can arise 
much faster than even the most astute 
scientists could expect. 

Nevertheless, some steps can be tak-
en to counteract rapid atmospheric 
change, perhaps lessening the known 
and unknown threats. For example, evi-
dence indicates that a major decrease in 
the rate of fossil-fuel combustion would 
slow the greenhouse warming, reduce 
smog, improve visibility and minimize 
acid deposition. Other steps could be 
targeted against particular gases, such 
as methane. Its emission could be 
reduced by instituting landfill opera-
tions that prevent its release and possi-
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bly by adopting less wasteful methods of 
fossil-fuel production. Methane emis-
sion from cattle might even be dimin-
ished by novel feeding procedures.

We and many others think the solution 
to the earth’s environmental problems lies 
in a truly global effort, involving unprece-
dented collaboration by scientists, citizens 
and world leaders. The most technologi-
cally developed nations have to reduce 
their disproportionate use of the earth’s 
resources. Moreover, the developing coun-
tries must be helped to adopt environmen-
tally sound technologies and planning 
strategies as they elevate the standard of 
living for their populations, whose rapid 
growth and need for increased energy are 
a major cause for environmental concern. 
With proper attention devoted to main-
taining the atmosphere’s stability, perhaps 
the chemical changes that are now occur-
ring can be kept within limits that will 
sustain the physical processes and the eco-
logical balance of the planet.

NEW USES

technology

How Giant Molecules  
are Made 

By Giulio Natta
Published in  
sePtember 1957
NOBEL PRIZE  
IN 1963

a chemist setting out to build a giant 
molecule is in the same position as an 
architect designing a building. He has a 
number of building blocks of certain 
shapes and sizes, and his task is to put 
them together in a structure to serve a par-
ticular purpose. The chemist works under 
the awkward handicap that his building 
blocks are invisible, because they are sub-
microscopically small, but on the other 
hand he enjoys the happy advantage that 
nature has provided models to guide him. 

By studying the giant molecules made by 
living organisms, chemists have learned to 
construct molecules like them. What 
makes high-polymer chemistry still more 
exciting just now is that almost overnight, 
within the last few years, there have come 
discoveries of new ways to put the build-
ing blocks together—discoveries which 
promise a great harvest of new materials 
that have never existed on the earth. 

We can hardly begin to conceive how 
profoundly this new chemistry will affect 
man’s life. Giant molecules occupy a very 
large place in our material economy. Tens 
of millions of men and women, and im -
mense areas of the earth’s surface, are 

devoted to production of natural high 
polymers, such as cellulose, rubber and 
wool. Now it appears that synthetic mate-
rials of equivalent or perhaps even better 
properties can be made rapidly and eco-
nomically from coal or petroleum. 
Among other things, this holds forth the 
prospect that we shall be able to turn 
much of the land now used for the pro-
duction of fiber to the production of food 
for the world’s growing population.

Free radicals are one type of catalyst 
that can grow polymers by addition; 
another method involves the use of ions 
as catalysts. The latter is a very recent 
development, and to my mind it portends 
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a revolution in the synthesis of giant mol­
ecules, opening up large new horizons. 
The cationic method has produced some 
very interesting high polymers: for in ­
stance, butyl rubber, the synthetic rubber 
used for tire inner tubes. But the anionic 
catalysts, a more recent development, 
have proved far more powerful. They 
yield huge, made­to­order molecules  
with extraordinary properties.

Early in 1954 our group in the Insti­
tute of Industrial Chemistry of the Poly­
technic Institute of Milan, using certain 
special catalysts, succeeded in polymeriz­
ing complex monomers of the vinyl fami­
ly. We were able to generate chains of 
very great length, running to molecular 
weights in the millions (up to 10 million 
in one case). We found that it was possi­
ble, by a proper choice of catalysts, to 
control the growth of chains according to 
predetermined specifications.

Among the monomers we have poly­
merized in this way are styrene and pro­
pylene, both hydrocarbons derived from 
petroleum. The polypropylenes we have 
made illustrate the versatility of the 
method. We can synthesize them in three 
forms: isotactic, atactic or “block isotac­
tic,” that is, a chain consisting of blocks, 
one having all the side groups aligned on 
one side, the other on the opposite side. 
The isotactic polypropylene is a highly 
crystalline substance with a high melting 
point (346 degrees Fahrenheit); it makes 
very strong fibers, like those of natural 
silk or nylon. The atactic product, in con­
trast, is amorphous and has the elastic 
properties of rubber. The block versions 
of polypropylene have the intermediate 
characteristics of a plastic, with more or 
less rigidity or elasticity. 

The possibility of obtaining such a 
wide array of different products from the 
same raw material naturally aroused 
great interest. Furthermore, the new con­
trolled processes created properties not 
attainable before: for example, polysty­
rene, which had been known only as a 
glassy material with a low softening point 
(under 200 degrees F), now could be pre­
pared as a strong, crystalline plastic with 
a melting point near 460 degrees. The 
new­found power of the anionic catalysts 
stimulated great activity in polymer 
research, both in Europe and in the U.S. 
New polymers were made from various 
monomers. In our own laboratory we syn­
thesized all of the regular polymers, and 

some amorphous ones, that can be made 
from butadiene; some of the products are 
rubber­like, others not. At about the same 
time the B. F. Goodrich Company and the 
Firestone Tire and Rubber Company both 
announced that they had synthesized, 
from isoprene, a rubber identical to natu­
ral rubber—a problem on which chemists 
throughout the world had worked in vain 
for more than half a century.

In some respects we can improve on 
nature. As I have mentioned, we shall 
probably be able to create many new mol­
ecules which do not exist in living matter. 
They can be made from simple, inexpen­
sive materials. And we can manufacture 
giant molecules more rapidly than an 
organism usually does. Although it is less 
than four years since the new methods 
for controlled synthesis of macromole­
cules were discovered, already many new 
synthetic substances—potential fibers, 
rubbers and plastics—have been made. 

Plastics that conduct 
ElEctricity 

By RichaRd B. KaneR 
and alan G. 
MacdiaRMid 
Published in  
February 1988
NOBEL PRIZE IN 2000 
(MacDIaRMID)

To most people the title of this article 
would have seemed absurd 20 years ago, 
when conceptual prejudice had rigidly 
categorized plastics as insulators. The 
suggestion that a plastic could conduct 
as well as copper would have seemed 
even more ludicrous. Yet in the past few 
years these feats have been achieved 
through simple modifications of ordi­
nary plastics. Called conducting poly­
mers, the new materials combine the 
electrical properties of metals with the 

advantages of plastics that stirred such 
excitement in the 1930s and 1940s.

To make a polymer conduct electrici­
ty, small quantities of certain chemicals 
are incorporated into the polymer by a 
process called doping. The procedure for 
doping polymers is much simpler than 
the one used to dope classical semicon­
ductors such as silicon.

 Once the potential of polymers as 
conductors had been demonstrated, the 
idea took off. In 1977 the first conducting 
polymer was synthesized; in 1981 the 
first battery with polymer electrodes was 
demonstrated. Last summer conducting 
polymers matched the conductivity of 
copper, and a few months ago the first 
rechargeable polymer battery was put  
on the market.

Subsequent advances suggest that 
polymers may be made that conduct bet­
ter than copper; better, indeed, than any 
other material at room temperature. 
They may even replace copper wires in 
circumstances where weight is a limiting 
factor, as in aircraft. Conducting poly­
mers also have interesting optical, 
mechanical and chemical properties that, 
taken together with their ability to con­
duct, might make them effective in novel 
applications where copper would not do. 
For instance, thin polymer layers on win­
dows could absorb sunlight, and the 
degree of tinting could be controlled by 
means of an applied electric potential. 

The human body is another “device” 
in which conducting polymers might 
someday play a part. Because they are 
inert and stable, some polymers have 
been considered for neural prostheses—
artificial nerves. Polypyrrole in particular 
is thought to be nontoxic and can reliably 
deliver an appropriate electric charge. 
The dopant ion here might be heparin,  
a chemical that inhibits the clotting of 
blood and is known to function quite ade­
quately as a dopant in polypyrrole. Alter­
natively, polymers could act as internal 

We can improve on nature.  
We shall probably create many 
new molecules which do not exist 
in living matter.  —Giulio Natta, 1957
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drug-delivery systems, planted inside the 
body and doped with molecules that dou-
ble as drugs. The drug would be released 
when the polymer was transformed to its 
neutral state by a programmed applica-
tion of an electric potential.

In many ways the status of conducting 
polymers in the mid-1980s is similar to 
that of conventional polymers 50 years 
ago. Although conventional polymers 
were synthesized and studied in laborato-
ries around the world, they did not 
become technologically useful substances 
until they had been subjected to chemical 
modifications that took years to develop. 
Likewise, the chemical and physical prop-
erties of conducting polymers must be 
fine-tuned to each application if the prod-
ucts are to be economically successful. 
Regardless of the practical applications 
that might be found for conducting poly-
mers, they will certainly challenge basic 
research in the years to come with new 
and unexpected phenomena. Only time 
will tell whether the impact of these nov-
el plastic conductors will equal that of 
their insulating relatives.

Filming the invisible 
in 4-D 

By Ahmed h. ZewAil 
Published in  
August 2010
NOBEL PRIZE  
IN 1999

The human eye is limited in its vision. We 
cannot see objects much thinner than a 
human hair (a fraction of a millimeter)  
or resolve motions quicker than a blink  
(a tenth of a second). Advances in optics 
and microscopy over the past millennium 
have, of course, let us peer far beyond the 
limits of the naked eye, to view exquisite 
images such as a micrograph of a virus or 
a stroboscopic photograph of a bullet at 
the millisecond it punched through a 
lightbulb. But if we were shown a movie 
depicting atoms jiggling around, until 
recently we could be reasonably sure we 
were looking at a cartoon, an artist’s 
impression or a simulation of some sort.

In the past 10 years my research group 
at the California Institute of Technology 
has developed a new form of imaging, 

unveiling motions that occur at the size 
scale of atoms and over time intervals as 
short as a femtosecond (a million bil-
lionth of a second). Because the tech-
nique enables imaging in both space and 
time and is based on the venerable elec-
tron microscope, I dubbed it four-dimen-
sional (4-D) electron microscopy. We have 
used it to visualize phenomena such as 
the motion of sheets of carbon atoms in 
graphite vibrating like a drum after being 
“struck” by a laser pulse, and the transfor-
mation of matter from one state to anoth-
er. We have also imaged individual 
proteins and cells.

Although 4-D microscopy is a cutting-
edge technique that relies on advanced 
lasers and concepts from quantum phys-
ics, many of its principles can be under-
stood by considering how scientists 
developed stop-motion photography 
more than a century ago. In particular, in 
the 1890s, Étienne-Jules Marey, a profes-
sor at the Collège de France, studied fast 
motions by placing a rotating disk with 
slits in it between the moving object and 
a photographic plate or strip, producing  
a series of exposures similar to modern 
motion picture filming.

Among other studies, Marey investi-
gated how a falling cat rights itself so that 
it lands on its feet. With nothing but air 
to push on, how did cats instinctively per-
form this acrobatic feat without violating 
Newton’s laws of motion? The fall and the 
flurry of legs took less than a second—too 
fast for the unaided eye to see precisely 
what happened. Marey’s stop-motion 
snapshots provided the answer, which 
involves twisting the hindquarters and 
forequarters in opposite directions with 
legs extended and retracted.

If we wish to observe the behavior of  
a molecule instead of a feline, how fast 
must our stroboscopic flashes be? My 
group attacked this challenge by develop-
ing single-electron imaging, which built 
on our earlier work with ultrafast electron 
diffraction. Each probe pulse contains a 
single electron and thus provides only a 
single “speck of light” in the final movie. 
Yet thanks to each pulse’s careful timing 
and another property known as the coher-
ence of the pulse, the many specks add up 
to form a useful image of the object.

Single-electron imaging was the key 
to 4-D ultrafast electron microscopy 
(UEM). We could now make movies of 
molecules and materials as they respond-

ed to various situations, like so many 
startled cats twisting in the air.

My colleagues and I investigated how 
quickly a short length of protein would 
fold into one turn of a helix by heating 
the water in which the protein was im -
mersed—a so-called ultrafast tempera-
ture jump. (Helices occur in innumerable 
proteins.) We found that short helices 
formed more than 1,000 times faster than 
researchers have thought—arising in 
hundreds of picoseconds to a few nano-
seconds rather than the microseconds 
commonly believed. Knowing that such 
rapid folding occurs may lead to new 
understanding of biochemical processes, 
including those involved in diseases.

Very recently, my Caltech group dem-
onstrated two new techniques. In one, 
convergent-beam UEM, the electron 
pulse is focused and probes only a single 
nanoscopic site in a specimen. The other, 
near-field UEM, enables imaging of the 
eva  nes    cent electromagnetic waves (“plas-
mons”) created in nanoscopic structures 
by an intense laser pulse—a phenomenon 
that underlies an exciting new technology 
known as plasmonics. This technique has 
produced images of bacterial cell mem-
branes and protein vesicles with femtosec-
ond- and nanometer-scale resolution.

The electron microscope is extraordi-
narily powerful and versatile. It can oper-
ate in three distinct domains: real-space 
images, diffraction patterns and energy 
spectra. It is used in applications ranging 
from materials and mineralogy to nano-
technology and biology, elucidating static 
structures in tremendous detail. By inte-
grating the fourth dimension, we are turn-
ing still pictures into the movies needed to 
watch matter’s behavior—from atoms to 
cells—unfolding in time. 

Ferris Jabr is an associate editor  
at Scientific American. 
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Today most people in the richer parts of the world think 
of tuberculosis, if they think of it at all, as a ghost of his­
tory. Throughout ancient times the tenacious bacterial 
infection consumed the bodies of untold millions, rich 
and poor, filling their lungs with bloody sputum. As TB 
spread in the centuries that followed, it continued to at ­
tack across economic and class lines, affecting both the 

famous and the obscure. Among its better­known victims: poet Manuel Ban­
deira, writers Emily and Anne Brontë, and sculptor Frédéric­Auguste Barthol­
di, who designed the Statue of Liberty. By the early 20th century humanity had 
begun fighting back with public health campaigns, improved living standards, 
and eventually antibiotics and a modestly effective vaccine. Although in 2011 
TB sickened nearly nine million people, killing 1.4 million of them, mostly in 
the poorer regions of the globe, the mortality rate has nonetheless fallen by 
more than a third since 1990. Things are looking up—or so it may seem. 

Tuberculosis seems to be evolving in 
unexpected ways that outsmart humans 

By Sally Lehrman 
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New genetic research, however, suggests that the bacterium 
responsible for TB could be poised to emerge stronger and 
more deadly than ever before—and not just because some 
strains have become resistant to treatment with the standard 
set of antibiotics. A small but increasingly infl uential group of 
investigators believes that the microbe,  Mycobacterium tuber-
culosis,  may have evolved along an unexpected and particularly 
dangerous path. The scientists have discovered that TB can be 
divided into seven families of genetically related strains, at 
least one of which is surprisingly virulent, prone to drug resis-
tance and especially well suited to spreading disease in our 
increasingly interconnected, densely populated world. 

At the same time, researchers worry that current approach-
es to treatment and the sole, partially e� ective vaccine may 
actually be helping the bacterium to become more intractable. 
Clinicians have long known that incomplete treatment can pro-
duce antibiotic-resistant TB strains. Yet they are now realizing 
that even successful interventions can be problematic if they 
are better at weeding out the milder, slower-growing groups of 
TB microbes. This divergent e� ect would allow the more ag  gres-
sive, faster-spreading bacterial families to establish a strong  er 
foothold. 

What is more, e� orts to develop new therapies and diagnos-
tic tests may be doomed to fail if the strains being targeted are 
not the ones that are spreading around the planet. If these fears 
are realized, TB rates could one day begin rising again globally, 
and the disease could become harder to treat and spread more 
widely among populations that have so far been relatively free 
of the scourge. 

Still, there is room for hope. The genetic work provides 
some insight into how to fi ght back against the more worri-
some groups of TB germs. “Maybe the goal shouldn’t be to erad-
icate the disease,” suggests Clifton E. Barry III, chief of tubercu-
losis research at the National Institute of Allergy and Infectious 
Diseases. Instead of trying to eliminate all disease-causing TB 
microbes, he and others propose, the aim should perhaps be to 
favor bacteria that are milder and more likely to stay in a dor-
mant state. Engineering such a successful stando�  is, of course, 
a di�  cult and complex proposition. 

 A MYSTERIOUS OUTBREAK
THE LATEST FINDINGS  grew out of research into another dismay-
ing surprise that TB unleashed on public health experts, start-
ing in 1986. That year o�  cials in New York City were complete-
ly caught o�  guard by an aggressive outbreak of multidrug-
resistant TB that took about a decade and hundreds of millions 
of dollars to bring under control—mostly by rigorously track-
ing patients with active illness and making sure that they fi n-
ished six to nine months  of treatment with a combination of 
antibiotics. (In some cases, it takes two years to kill all the bac-
teria present.) 

At the time, experts had become so confi dent in their ability 
to control TB that most programs meant to detect tuberculosis 
cases had been shut down and funding for research had slowed 
to a trickle. The National Institutes of Health reduced its spend-
ing on TB to a meager $300,000 in 1985, and the academics 
who studied TB could, according to one researcher, practically 
squeeze themselves into a single minivan. In New York City—
which for more than a century had been the site of both the ill-
ness’s worst ravages and the greatest public health strides 
against TB—only eight treatment clinics were still open by the 
late  1980s. 

Within a few years the steady decline in cases stopped, and 
without apparent warning, the trend line reversed itself. Stan-
dard anti-TB medicines could no longer predictably tame the 
infection, even with a diligent patient who stuck to the arduous 
regimen. 

Alarmed public health authorities considered all the possi-
ble explanations. Many of the new cases occurred in recent 
immigrants and some HIV patients, which made sense. About a 
third of the global population harbors a latent TB infection until 
something—such as stress or another illness—reactivates the 
bugs, leading both the bacteria and the body’s own immune 
response to attack lung tissue, setting transmission to other in -
dividuals into motion. Immigrants were arriving from South-
east Asia, East Asia and Mexico, where TB rates were 10 to 30 
times higher than in the U.S. The high incidence in HIV patients 
in the mid-1980s also seemed logical because those individuals 
often had compromised immune systems, which might allow a 
latent infection to become active. 

Yet those standard explanations for the outbreak did not fi t 
all the facts. This time around, tuberculosis was spreading fast-
er through New York City’s vulnerable populations than anyone 
had seen for at least a couple of generations, and people were 
dying at a much higher rate than normal. Something else had 
to be driving TB’s reemergence, which quickly began claiming 
lives in Florida, Hawaii, Texas and California as well. 

NEW INSIGHT
THE ANSWER,  at least in part, turned out to be activity by a for-
merly unrecognized group of TB bacteria that spread more 
readily and are more deadly than the classic bug, which tends 
to proliferate slowly and enters a long quiescent phase after the 

Sally Lehrman  is a journalist who covers medicine 
and science policy. She is writing a book about health 
disparities for Oxford University Press.
and science policy. She is writing a book about health 

I N  B R I E F 

More than one million  men, women and children 
around the globe die of tuberculosis every year, and 
about a third of the world’s population harbors a la-
tent infection. 

A growing number  of studies suggest that TB may 
be evolving into a new bug that is far more deadly, 
spreads more quickly and is more likely to become re-
sistant to treatment with antibiotics.

Designers of new treatments  should take these lat-
est fi ndings into account if they do not want to make 
matters worse. Changing the host environment with 
improved housing, for example, may also prove key.
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initial infection, including in untreated cases. The body, mount-
ing an immune response, walls o�  the bacteria into a cavity, 
and the two begin an uneasy truce that can last for decades. 

Today researchers call the newly identifi ed collection of TB 
microbes the Beijing group (because the greatest concentration 
of cases was later found in the Chinese capital). Eventually they 
learned that it is a subset of one of six large families of TB 
germs. (A seventh family, found so far only in the Horn of Afri-
ca, has been reported in the past six months.) Until the early 
1990s, no one had realized that M. tuberculosis even had multi-
ple families. 

The fi rst clues that TB strains fall into distinct groups came 
in 1991 in San Francisco, during an outbreak in a homeless 
shelter for people with HIV. Peter Small, now a senior program 
o�  cer at the Bill & Melinda Gates Foundation, was then a resi-
dent at San Francisco General Hospital, where he worked with 
Philip Hopewell, a prominent tuberculosis expert. Small had 

just learned how to track the spread of individual TB strains 
using certain patterns that appeared in their DNA—a powerful 
new molecular biology technique that was then being devel-
oped. While public health servants took up the time-honored 
task of contacting everyone who had come into contact with an 
infected person, Small was given the job of identifying and 
tracing the TB germs involved. 

The results were frightening: of the 14 people from the shel-
ter who had fallen ill over four months, Small found that 11 
shared the same strain of tuberculosis, which was identifi ed by 
its unique DNA fi ngerprint, a pattern of code letters found only 
in that strain. Having the same strain meant that the illness in 
those 11 individuals stemmed from recent transmission of the 
infection, as opposed to reactivation of latent infections (which 
would have yielded dissimilar genetic profi les). Furthermore, 
the progression from initial infection to full-blown disease and 
transmission to another person was lightning-fast. 

How TB Conquered the World  
Scientists have long assumed that tuberculosis emerged around  10,000 years ago, when humans began domesticating cattle. Recent 
genetic analysis suggests, however, that the TB germ may in fact predate the fi rst major human migration 60,000 to 70,000 years ago. 
As TB-infected people spread across the world, the pathogen eventually evolved into at least seven families, or lineages. 

E VO L U T I O N

Africa

Australia

Asia
Europe

North
America

South
America

Out of Africa 
and Back Again
The two oldest families of TB 
germs began in West Africa, where 
they are still found. Four more 
lineages took hold around the 
Indian Ocean and in India, East 
Asia and Europe. Further migration 
and colonization led to a greater 
spread. Still unclear: why the slave 
trade did not establish the West 
African lineages in the Americas. 

New York

Current Distribution
Diff erent families of TB germs 
spread at diff erent rates. Africa 
is the only continent where all the 
TB lineages that have so far been 
identifi ed can still be found. A par-
tic ularly dangerous member of 
the East Asian family of TB germs, 
known as the Beijing group, is 
now threatening the globe. 

 An outbreak in 
New York City, 
which lasted from 
1986 until well into the 
1990s, was eventually traced to 
the Beijing group of TB germs. 

Hypothesized prehistoric migration 
paths of TB lineages (bold arrows)

Major TB Lineages

West African 1
West African 2
Indo-Oceanic
Hypothesized 
common ancestor 
of modern lineages

Euro-American
East African–Indian
East Asian

Modern

Ancient Modern migration 
paths (thin arrows)

A seventh lineage, 
limited to the Horn 
of Africa, has recently 
been identifi ed.
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“It was a huge wake-up call,” Small says. Investigators had 
expected to find reactivated disease in individuals with com-
promised immune systems, not new infections. And they were 
stunned by how quickly the bacterium spread from one person 
to the next and by how rapidly the illness progressed. HIV and 
TB seemed to be acting synergistically in their attacks on peo-
ple’s immune systems. A germ that raced through its latent 
stages faster and that was more infectious would be especially 
tough to bring under control and to keep contained.

When the team broadened its study to include immigrants, 
they found exactly the pattern that they had expected, which 
provided no comfort. This time genetic tests showed that the 
illness stemmed, as anticipated, mostly 
from latent infections that had been 
reactivated. 

Not all the TB strains that the re -
searchers found spread at the same 
rate, however, which was odd because 
they be  lieved at the time that all strains 
be    haved more or less alike. Small and 
his colleagues would find the TB finger-
print of one patient all over the city, 
whereas that of another, very similar 
patient would not show up in anyone 
else. “You couldn’t help but think, ‘Well, 
maybe the bacteria differ,’ which was  
a pretty radical thought at the time,” 
Small says. 

Their findings had important impli-
cations for public health; clinicians 
needed to step up their efforts to reduce transmission and to 
ensure that patients completed their treatments. They also 
challenged researchers to rethink their understanding of the 
organism itself, including when tuberculosis might have first 
affected humans. If all TB strains belonged to one big family 
that caused illness in the same manner (as had long been as -
sumed), chances were that  M. tuberculosis had originated fairly 
recently, perhaps 10,000 years ago. If, on the other hand, sepa-
rate families of TB microbes had evolved and were spreading at 
different rates, then the organism had probably been around 
much longer than anyone had suspected, giving it plenty of 
time to diversify. Indeed, in 2005 researchers at the Pasteur 
Institute in Paris performed a genetic analysis that suggested 
 M. tuberculosis could have evolved from an ancestor species as 
early as three million years ago.

 Startling EvidEncE 
The San FranciSco Bay area turned out to be an ideal location to 
test the hypothesis that  M. tuberculosis could be divided into 
distinct families of microbes associated with specific geograph-
ical regions. With immigrants from Africa, Latin America, East-
ern Europe and multiple regions in Asia, it is, in many respects, 
a microcosm of the world. In the early 2000s a group of investi-
gators—many of whom had worked with Small and Hopewell 
during the TB outbreak in San Francisco—began studying sam-
ples from various TB patients and comparing the molecular 
markers in their bacterial genomes. 

Using 875 strains collected between 1991 and 2001 from indi-
viduals representing 80 countries, the group identified frag-

ments of DNA present in some strains but not in others. Based 
on these differences, the scientists found that the strains sorted 
into six main families that had apparently originated in differ-
ent regions of the world and, it also seemed, were still infecting 
people who had recently lived in those places. There were three 
ancient ones, including two found only in West Africa and 
another that arose in Africa, then migrated with humans along 
the Indian Ocean more than 60,000 years ago. Three more mod-
ern lineages developed in western Europe (traveling to the 
Americas at the end of the 19th century), northern India and 
East Asia (the Beijing group turned out to be a prominent 
member of this family). Africa was the only location that 

seemed to play host to all six lineages, 
although the Euro-American family was 
widespread, and the Beijing strains 
were rapidly gaining a foothold around 
the globe. 

Working with population geneticist 
Marcus Feldman and others at Stanford 
University, Sebastian Gagneux, then at 
the Institute for Systems Biology in 
Seattle, traced each lineage’s ancestral 
life story. By comparing the DNA se -
quences of 89 critical genes (most of 
which were vital to the bacterium’s con-
tinued survival), Gagneux and his col-
leagues could estimate different lineag-
es’ ages and geographical movements. 
These so-called housekeeping genes are 
under tremendous evolutionary pres-

sure to stay the same; any changes are more likely to harm rath-
er than help the bug. So the more closely matched the strains, 
the more closely related they would be, and the most genetically 
diverse groups would belong to the oldest families.

The oldest TB lineages from Africa, the researchers theo-
rized, may have taken root in small, scattered hunter-gatherer 
groups. At that time, limited opportunities for transmission 
may have produced TB’s characteristic latency. It could, for 
instance, infect a child, wait a generation and reactivate in time 
to infect new family members. As ancient humans began to mi -
grate over land, the group proposed, the organism tagged along, 
and the Indo-Oceanic lineage developed, taking advantage of an 
increasing population. Later migrations and population expan-
sions provided fertile ground for the three more modern lineag-
es to emerge and adapt to their hosts. As humans traveled, trad-
ed, crammed into crowded cities, went to war, and died, 
tu  berculosis went along for the ride, causing increasingly fre-
quent and more severe illness.

The genetic clustering among the lineages provided the evi-
dence that the mycobacterium had evolved along with its hosts. 
Gagneux, emphasizing that it was all a careful guess, proposed 
an Out of and Back to Africa hypothesis. Modern lineages had 
emerged along early human migration routes out of Africa, he 
suggested, then had more recently gone back to the continent 
and out again. The Euro-American family of strains, for in  stance, 
followed colonization to Africa, Asia and the Middle East. The 
East Asian lineage moved to South Africa via Southeast Asian 
slaves in the 17th and 18th centuries, with another wave follow-
ing via Chinese gold miners. 

In the complex 
dialogue between  
the tuberculosis 
organism and  

the human body, 
some strains excel  
at inhibiting the 
immune system, 
whereas other 
strains boost it.
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The diversification of the bacterial families and their dissem­
ination around the globe pointed to a complex coevolution be ­
tween host and pathogen that is probably still under way. When­
ever people jammed into overcrowded living spaces, the more 
aggressive TB strains with shorter latency periods spread rapid­
ly. Meanwhile the older, West African and Indo­Oceanic lineages, 
which tended to thrive in less populated areas, caused an illness 
that progressed more slowly. “If there are very few hosts, it 
doesn’t pay to be very virulent, because you kill all your hosts, 
then you die out together with all your hosts,” says Gagneux, who 
now heads up tuberculosis research at the Swiss Tropical and 
Public Health Institute in Basel. One two­year study in the Gam­
bia seems to support this idea: patients exposed to the modern 
TB strains were nearly three times as likely to progress to active 
disease. In fact, the more aggressive strains of TB have begun 
overtaking the oldest pair of lineages even in Africa.

 Now what?
All the dAtA generAted since the 1990s have consistently 
marked the Beijing group of strains as particularly worrisome. 
It seems to spread more easily and to cause more severe dis­
ease, and it may even be especially adept at becoming resistant 
to antibiotic drugs. In 1998 investigators determined that the 
aggressive strains that had spurred the outbreaks in New York 
City in the 1980s and 1990s fell within this group as well. 

Just as important in fueling TB’s continuing ravages around 
the globe are the environmental conditions under which peo­
ple live. Small moved to India in 2011, where he still resides, to 
learn about the realities of living with TB in one of its most dev­
astating breeding grounds. TB germs do not spread in a vacu­
um, he notes. People with tuberculosis might also be malnour­
ished or alcoholic or might avoid taking medication. Not just 
HIV but also diabetes seems to interact synergistically with the 
organism to manipulate the immune response in ways that fa ­
cilitate transmission and activation. Social conditions such as 
crowded housing, poor air quality, hunger and stigma tend to 
make matters worse. 

The interplay of bacteria and human environments is worth 
noting, Small says. Investigators suspect that some strains of 
TB, for example, tend to provoke a brisk immune response, 
leading to the quick development of cavities in the lung and 
rapid progression from latency to illness. Other strains tend to 
suppress the immune system, making their home in different 
organs. In the complex dialogue between host and pathogen, 
Small says, “some of these strains seem to be really good at dial­
ing down the immune system and others at dialing it up.” 

In a close examination of genetic molecules across a variety 
of strains, Small and Gagneux found that the bug did not follow 
the evolutionary pathway of most human pathogens. Instead of 
changing over time, the DNA that gave rise to the germ’s outer 
proteins (the part that is recognized and targeted by the body’s 
immune system) stayed the same. More typically, disease­caus­
ing bacteria are forced to change their protein coverings or risk 
being eliminated from the human population within a few gen­
erations. This bizarre finding has serious implications for some 
of the new vaccines that are now being developed against tu ­
berculosis. Vaccines, by definition, are designed to boost the 
body’s immune response to quash an infection. Yet for TB, this 
enhancement could perversely enhance transmission. A family 

of bacteria that has evolved to boost the immune response 
might be helped, not hurt, by a vaccine that has further activat­
ed the immune system of people who were inoculated. 

“Again it’s a bit complicated,” Small explains. Once inside the 
body, the TB germ actually does not do very much. It is the 
body’s own attempts to rid itself of the infection that causes the 
most damage. For example, the white blood cells of the immune 
system create the cavities in the lungs where TB gets walled off. 
“Thus, augmenting the host response could be helping the bug, 
not the host,” he says. “This is just a theory, as a strong response 
could also prevent the bug from getting a foothold in the first 
place. But if true, it has important implications.” 

Evolutionary biologist Paul W. Ewald of the University of 
Louisville backs up Small’s concerns. The vaccine in use today, 
which primarily protects children in high­risk areas from devel­
oping such severe complications as TB meningitis, is about 90 
years old and has been given to about one billion people. Ewald 
suggests that the inoculation, which is based on a weakened 
strain of a closely related bacterium that infects cattle, may have 
inadvertently encouraged more deadly strains of  M. tuberculosis 
 to flourish. “It’s dawning on people that this is a sophisticated 
organism that’s evolving with humans,” Ewald says. 

This interaction implies that learning how to direct evolu­
tion of TB through the use of standard public health measures 
and more sophisticated therapies might help defeat it. Better 
housing that decreases crowding and enhances air ventilation, 
for example, might favor less powerful strains of TB. But improv­
ing living conditions for the one billion people who live in the 
world’s slums is a lot harder than handing out pills. (On the oth­
er hand, the passage and enforcement of a law in 1901 that man­
dated greater access to air and light in tenement buildings 
helped to decrease TB infection rates in New York City in the 
years before antibiotics.) Gagneux, for his part, also foresees the 
need to bring together immunologists, ecologists, evolutionary 
biologists, population geneticists and social scientists to tackle 
all aspects of TB’s ability to transmit itself, cause disease and 
adapt to different environments. Such cross­disciplinary part­
nerships often sound better on paper than they work in prac­
tice, he admits: “But ultimately, I think that’s what we need.” 

Gagneux would like researchers who are developing new diag­
nostic tools, treatments and vaccines to at least consider testing 
them against various strains from different parts of the world. 
Right now most are checked solely against strains that were first 
grown in laboratories more than 60 years ago and may no longer 
be relevant. With some lineages potentially being naturally resis­
tant to new drugs or predisposed to evade diagnostic tests, ignor­
ing TB’s family tree could prove to be a death sentence for mil­
lions more people around the world. 
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physic s

Walls  
of Water 
Ocean currents and other chaotic 
phenomena are supposed to be inherently 
unpredictable. But mathematicians are 
finding a method to nature’s madness

By Dana Mackenzie 
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all along the gulf of mexico, 2010 was the summer of the 
Oil Spill. As BP’s uncapped Deepwater Horizon oil well 
gushed away off of Louisiana, tourists stayed away from 
the Gulf Coast in droves, convinced by news reports that oil 
was coming ashore or would do so imminently. As far away 
as Fort Myers and Key Largo in Florida, beaches were 
deserted and hotel occupancy rates were down.

In reality, the situation was never 
so dire—especially on the western 
coast of Florida. This part of the Gulf 
Coast was protected for the duration 
of the oil spill by a persistent, invisible 
divide. Lying above the continental 
shelf off of Florida was an unseen line 
that directed the oil and prevented it 
from spreading farther east. It was not 
a solid object, but a wall of water that 
moved around as ocean currents shift-
ed. Nevertheless, this wall was just as 
effective as any seawall or contain-
ment boom. 

Scientists call these invisible walls 
“transport barriers,” and they are the 
maritime equivalent of continental 
divides. They separate water flowing 
in one direction from water flowing in 
another. In a chaotic ocean, they pro-
vide a road map to tell you where the 
traffic is going. Although water cur-

rents often appear to be almost com-
pletely unpredictable, transport bar-
riers restore a measure of order and 
structure to their chaotic flow.

The study of these structures has 
blossomed in recent years, and their 
importance is still not fully appreciat-
ed by the scientific community. But 
already researchers have shown how 
their study may help explain why the 
surface oil from the Gulf spill disap-
peared more rapidly than expected 
and why none of it escaped through the 
Strait of Florida into the Atlantic. Dur-
ing future disasters, understanding 
these flows could make cleanup efforts 
more efficient. The research could also 
elucidate how blood flow affects the 
formation of plaques in arteries and 
help to predict how allergy-causing 
spores migrate in the atmosphere. 

The study of chaos came of age in the 
1970s, when scientists discovered that 
in certain natural phenomena, even 

tiny perturbations could lead to pro-
found changes. The proverbial 

refrain is that the flutter 

sad0713Mack3p.indd   87 5/17/13   3:58 PM



88 Scientifi c American, July 2013

of a butterfl y’s wing on one side of the globe could make subtle 
changes in air currents that cascaded, to the point of causing a 
tornado on the other side weeks later.

Flowing fl uids—which include gases such as air and liquids 
such as seawater—are in fact the quintessential example of cha-
otic systems and one of the most ubiquitous: the dynamics of fl u-
ids govern phenomena from the Gulf Stream to the fl ow of air 
through a wind turbine to curving penalty kicks in soccer. The 
mathematical equations describing fl uid fl ow were unveiled 
nearly 200 years ago, by Claude-Louis Navier (in 1822) and 
George Stokes (in 1842). Yet knowing the equations is not the 
same thing as solving them, and the Navier-Stokes equations 
remain among the most challenging problems in mathematics.

In principle, an exact solution of the Navier-Stokes equa-
tions would yield a detailed prediction of the future behavior of 
a fl uid. But the precision of the answer would depend on exact 
knowledge of the present—or what scientists call the initial 
conditions. In reality, you can never know where every mole-
cule of water in the ocean is going, and in a chaotic system any 
uncertainties—like the e� ects of a butterfl y’s motions—grow 
exponentially over time. Your exact solution to the Navier-
Stokes equations will rapidly become moot.

And yet “chaotic” does not mean “random” or “unpredict-
able,” at least in principle.  In the past decade or so mathemati-
cians have created a theoretical framework for understanding 
the persistent structures such as transport barriers that are 
hidden in chaotic fl uids. In 2001 George Haller, a mathemati-
cian now at McGill University, gave these structures the rather 
unwieldy name “Lagrangian coherent structures.” More poeti-
cally, Haller calls the intricate structure of transport barriers 
“the skeleton of turbulence.” Once you have identifi ed these 
structures in a body of fl uid, you can make useful short- to 
medium-term predictions of where the fl uid fl ow will carry an 
object, for instance, even without a perfect, precise solution of 
the Navier-Stokes equations. 

What does a transport barrier look like? You are looking at 
one every time you see a smoke ring. At its core lies an  attracting 
Lagrangian coherent structure—a curve toward which particles 
fl ow, as if they were attracted by a magnet. Ordinarily you cannot 
see such a structure, but if you blow smoke into the air, the 
smoke particles will concentrate around it and make it visible.

Much harder to visualize are the  repelling  Lagrangian coher-
ent structures—curves that, if they were visible, would appear as 
if they were pushing particles away. If you could run time back-
ward, they would be easier to see (because they would attract 
particles); failing that, the only way to fi nd them is to tease them 
out by computer analysis. Though di�  cult to observe, repelling 
structures are particularly important because, as Hal ler has 
proved mathematically, they tend to form transport barriers. 

An experiment conducted in the summer of 2003 in Mon-
terey Bay o�  the coast of California showed that Lagrangian 

coherent structures could be computed in real time and in real 
bodies of water. Mathematician Shawn C. Shadden of the Illi-
nois Institute of Technology and his collaborators monitored 
surface currents in the bay using four high-frequency radar sta-
tions deployed around the bay.

Analyzing the radar data, the researchers discovered that 
most of the time a long transport barrier snakes across the bay 
from Point Pinos, at the southern edge, almost all the way to 
the northern side. Waters to the east of the barrier circulate 
back into the bay, whereas those on the western side go out to 
sea. (Occasionally the barrier detaches from Point Pinos and 
drifts farther out to sea.) Such information could be vital in 
case of a pollutant spill.

To confi rm that the computed structures did actually behave 
as advertised, Shadden’s team tracked the motion of four drift-
ing buoys they deployed in collaboration with the Monterey 
Bay Aquarium Research Institute. When they placed drifters 
on opposite sides of the transport barrier, one drifter would fol-
low the water circulating back into the bay, and the other one 
would hitch a ride on the currents heading southward along 
the coast. They also showed that a drifter placed on the recircu-
lating side of the structure would stay in the bay for 16 days—
even though they had used only three days of data to compute 
it. This robustness of their results testifi ed to the strength and 
persistence of the transport barrier. For 16 days, it really was 
like an invisible wall in the water.

CLOSE CALL IN THE GULF
THE MOST DRAMATIC  demonstration of the transport barrier con-
cept came in the aftermath of the 2010 Gulf oil spill. Oceanog-
raphers and mathematicians have analyzed the huge volumes 
of data on the spill and shown how the information could have 
enabled scientists to better predict where the oil would go. 

Lagrangian coherent structures might help explain why the 
surface oil disappeared more rapidly than anyone expected—
much faster, for example, than the oil from the  Exxon Valdez 
spill in 1989 in Prince William Sound in Alaska. (The fate of the 
subsurface oil has been more controversial, and much of it may 
still remain at the bottom of the Gulf.) The warm Gulf of Mexi-
co, it turned out, is home to hordes of microorganisms that feed 
on hydrocarbons that naturally seep into the Gulf waters. Giv-

Dana Mackenzie is a freelance mathematics and science 
writer who lives in Santa Cruz, Calif. He received his Ph.D. 
in mathematics at Princeton University and is a U.S. Life 
Master at chess. His most recent book is The Universe in 
Zero Words (Princeton University Press, 2012). 

is a freelance mathematics and science 
writer who lives in Santa Cruz, Calif. He received his Ph.D. 
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Invisible dividing lines  often form in the fl ow of fl uids, 
including winds and oceanic currents. 
Such “transport barriers,” so-called Lagrangian co-

herent structures,  make these chaotic phenomena 
more predictable.
Understanding these structures  could aid in search 

operations at sea and improve cleanup after an oil spill. 
It could also help in any problem involving turbulent 
fl uid motion, such as modeling blood fl ow or weather. 
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en a much more abundant supply of hydrocarbons than usual, 
these microorganisms flourished. Microbiologist Dave Valen-
tine and mathematician Igor Mezic, both at the University of 
California, Santa Barbara, showed that the bacteria tended to 
congregate in coherent regions defined by transport barriers. 
Clearly, the long-term stability of those regions helped the oil 
degrade. Valentine notes that it would have been a different 
story if the blowout had happened off the coast of Brazil, anoth-
er region where vast deepwater oil reserves have been discov-
ered. There the currents lead out to sea, where a captive supply 
of bacteria does not exist to chow down on the hydrocarbons.

Transport barriers may also explain why the oil from Deep-
water Horizon avoided flowing into the Loop Current, a persis-
tent jet that leads through the Florida Straits and into the Atlan-
tic, where it could have polluted beaches along the East Coast. As 
late as July 2, the National Oceanic and Atmospheric Ad  minis-
tration was predicting a 61 to 80 percent chance some oil would 
make it to the Loop Current. The prediction was based on 15 
years of historical ocean current data from the Gulf of Mexico.

In 2010 we apparently got lucky. First, unusually strong winds 
from the Southwest pushed the oil slick to the north, away from 
the Loop Current. In addition, a giant eddy, called Eddy Franklin, 
detached from the Loop Current and pushed it farther south than 
usual, forming a barrier between the oil and the current. It 
remains to be seen whether any of these phenomena could have 
been anticipated. Haller, however, with oceanographer Maria 
Olascoaga of the University of Miami, has shown that other seem-
ingly capricious changes in the oil slick were predictable. On May 
17, for instance, a giant “tiger tail” (named after its shape) of oil 
suddenly traveled more than 160 kilometers southeast in one day. 
According to their computer analysis, the tiger tail traveled along 
an attracting Lagrangian coherent structure, and the impending 
instability was presaged seven days earlier by the formation of a 
strong attracting “core” on that structure. Likewise, an abrupt 
westward retreat of the oil slick’s leading edge on June 16 was 
anticipated nine days earlier by the formation of an exceptionally 
strong repelling core to the east of the slick. Had surveillance been 
in place that could identify transport barriers, cleanup boats could 
have been sent to the right locations.  

Beyond the study of oceanic currents, applications of the 
transport barrier concept have proliferated in recent years. For 
example, Shane Ross of Virginia Polytechnic Institute has studied 
the effect of transport barriers in the atmosphere on airborne 
pathogens. He and plant biologist David Schmale, also at Virginia 
Tech, used a small drone airplane to collect air samples at an alti-
tude between tens and hundreds of meters above Blacksburg. 
When an attracting structure passed by or when two repelling 
structures passed in rapid succession, the researchers detected a 
spike in the number of spores of a fungus called Fusarium. Ross 
hypothesizes that in the first case the spores had been pulled 
toward the coherent structures, whereas in the second they had 
become trapped between the two repelling barriers, like cattle 
herded into a small region by prods. Some of the spores were of a 
species that does not usually occur in Virginia, which suggests 
that the structures remained intact long enough for the spores to 
be transported several hundred kilometers.

Shadden is now studying the role of Lagrangian coherent 
structures in blood flow. For example, he has used these structures 
to reveal the boundaries between blood ejected on one heartbeat 

and blood ejected on the next. He showed that most of the blood in 
a normal ventricle remains there for at most two heartbeats. But 
in six patients with enlarged hearts, regions of blood recirculated 
for much longer—“a widely recognized risk factor for thrombosis,” 
he wrote in a draft of his study. 

More than a decade after Haller named them, Lagrangian 
coherent structures are still far from being a mainstream tool in 
oceanography or atmospheric science. One objection raised about 
their usefulness is that if there are errors in the measurement of 
the flow field, they will surely propagate and produce errors in the 
predictions of the transport barrier as well. But the Monterey Bay 
experiment found that the location of the transport barriers was 
relatively insensitive to measurement errors.

Another objection is that to compute the structures, you 
need to know the entire flow field, meaning the velocity of 
water flowing at each point. But if you know that, you can fore-
cast the oil slick using existing computer models. So what are 
calculations of Lagrangian coherent structures good for? 

As it turns out, forecasting is not the only game in town. 
“Hindcasting” may turn out to be important in finding the 
source of “mystery oil spills” that wash ashore from unknown 
sources—often from sunken ships. For example, the SS Jacob 
Luckenbach, which sank off San Francisco in 1953, polluted the 
California coast every year beginning around 1991, but the 
source of the spill was not discovered until 2002. Plane crashes 
and shipwrecks have also produced “debris spills” and “body 
spills.” Because conventional ocean models cannot be reversed 
in time, rescuers cannot extrapolate backward from the ob -
served debris field to find the source. Oceanographer C. J. 
Beegle-Krause and mathematician Thomas Peacock of the Mas-
sachusetts Institute of Technology are now working on using 
La  grangian coherent structures to forecast where shipwreck 
survivors will drift in the currents, which would help narrow 
down the search area. In such situations, as Peacock notes, 
“even a few minutes might be a matter of life and death.” 

Finally, Lagrangian coherent structures provide more than 
mere forecasts or hindcasts; they provide understanding. Know-
ing about the structures enables scientists to better interpret the 
predictions of computer models. If a model predicts that a fila-
ment of oil will move toward Pensacola and we can see a struc-
ture pushing it or pulling it that way, we can be reasonably confi-
dent in the prediction. If there is no corresponding structure, we 
might treat the model with more skepticism.

Mathematicians are now broadening their research into differ-
ent types of organized structures in turbulent fluids, such as 
eddies and jets. With deeper understanding, we may be able to 
answer questions about chaotic phenomena that now elude us. 
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Gods of the Gaps
Arguments of divine intervention—alien or otherwise—start with ignorance 

According to the popular series Ancient Aliens, on H2 (a spinoff 
of the History channel), extraterrestrial intelligences visited 
Earth in the distant past, as evidenced by numerous archaeolog-
ical artifacts whose scientific explanations prove unsatisfactory 
for alien enthusiasts. The series is the latest in a genre launched 
in 1968 by Erich von Däniken, whose book Chariots of the Gods? 
became an international best seller. It spawned several sequels, 
including Gods from Outer Space, The Gods Were Astronauts 
and, just in time for the December 21, 2012, doomsday palooza, 
Twilight of the Gods: The Mayan Calendar and the Return of the 
Extraterrestrials (the ones who failed to materialize). 

Ancient aliens theory is grounded in a logical fallacy called 
argumentum ad ignorantiam, or “argument from ignorance.” 
The illogical reasoning goes like this: if there is no satisfactory 
terrestrial explanation for, say, the Nazca lines of Peru, the Easter 
Island statues or the Egyptian pyramids, then the theory that 
they were built by aliens from outer space must be true. 

Whereas the talking heads of Ancient Aliens conjecture that 
ETs used “acoustic stone levitation” to build the pyramids, for 
example, archaeologists have discovered images demonstrating 
how tens of thousands of Egyptian workers employed wood sleds 
to move the stones along roads from the quarry to the site and 
then hauled them up gently sloping dirt ramps of an ever growing 
pyramid. Copper drills, chisels, saws and awls have been found in 
the rubble around the Great Pyramid of Giza, and the quarries 
are filled with half-finished blocks and broken tools that show 
how the Egyptians worked the stone. Conspicuously absent from 
the archaeological record are any artifacts more advanced than 
those known to be used in the third millennium B.C.

Another alleged aliens artifact is a symbol found in the 
Egyptian Dendera Temple complex that vaguely resem-
bles a modern lightbulb, with a squiggly filament inside 
and a plug at the bottom. Instead of featuring archaeolo-
gists who would explain that the symbol depicts a  creation 
myth of the time (the “plug” is a lotus flower that repre-
sents life arising from the primordial waters, and the “fil-
ament” signifies a snake), ancient aliens fantasists specu-
late that the Egyptians were given the power of electricity 
by the gods. In this “if this were true, what else would be 
true?” line of inquiry, it is telling that no electrical wires, 
glass bulbs, metal filaments or electric power stations 
have ever been excavated. 

On the lid of the sarcophagus of the Mayan king Pakal 
in Mexico is a “rocketlike” image that Ancient Aliens con-
sulting producer Giorgio Tsoukalos claims depicts the 
ruler in a spaceship: “He is at an angle like modern-day 
astronauts upon liftoff. He is manipulating some con-

trols. He has some type of breathing apparatus or some type of a 
telescope in front of his face. His feet are on some type of a pedal. 
And you have something that looks like an exhaust—with flames.” 
According to Mayan archaeologists, however, this depiction shows 
King Pakal sitting atop the sun monster and descending into the 
underworld (where the sun goes at night) within a “world tree”—a 
classic mythological symbol, with branches stretched into the 
heavens and roots dug into the underworld.

Ancient aliens arguments from ignorance resemble intelli-
gent design “God of the gaps” arguments: wherever a gap in sci-
entific knowledge exists, there is evidence of divine design. In 
this way, ancient aliens serve as small “g” gods of the archaeolog-
ical gaps, with the same shortcoming as the gods of the evolu-
tionary gaps—the holes are already filled or soon will be, and 
then whence goes your theory? In science, for a new theory to be 
accepted, it is not enough to identify only the gaps in the prevail-
ing theory (negative evidence). Proponents must provide positive 
evidence in favor of their new theory. And as skeptics like to say, 
before you say something is out of this world, first make sure that 
it is not in this world.

Tellingly, in subsequent printings of Chariots of the Gods? the 
question mark was quietly dropped, and this disqualifier was 
added on the copyright page: “This is a work of fiction. Names, 
characters, places, and incidents are either the product of the 
author’s imagination or are used fictitiously.” Gap closed. 
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Anti Gravity by Steve Mirsky 

The ongoing search for fundamental farces

Illustration by Matt Collins

Steve Mirsky� has been writing the Anti Gravity 
column since a typical tectonic plate was about 
33 inches from its current location. He also hosts 
the Scientific American podcast Science Talk.

Bingo Was Not 
His Name-O
A certain word game sometimes  
leaves the author drawing a blank

Chess never moved me. I played a little bit of poker and pool, 
but not enough to earn a nickname like Slim or Fats. No, my 
game was always Scrabble, almost going back to my days as a 
zygote, which, when pluralized to zygotes and placed propitious-
ly, can score enough points to please a tsar or, better, a czar. Or, 
best, a cazique.

Anyhoo, before the Internet, we played Scrabble huddled in 
small groups, hunched over the board. We placed tiles by hand, 
then reached into a little bag for new ones to bring our total 
back to the ordained seven. We counted the points for each play, 
then added that number to our previous sums, and wrote it all 
on scraps of paper. Like animals. 

But today, with the Web, wireless and smartphones, we Scrab-
blers can play our fellow afflicted anywhere, anytime: you can 
drop a quetzal on your pal at 4:00 a.m. for him or her to choke 
on over breakfast 1,000 miles away. 

High-tech Scrabble, however, comes with a psychic danger 
unknown in the old days. After each move, a widget on the screen 
now offers to reveal the best play you could have made with the 
letters in your virtual rack. A game today thus affords competi-

tors a plethora of regrets. And the worst come from not 
seeing a potential “bingo”—a rack-emptying play that 
earns a 50-point bonus. For purposes of public self-flag-
ellation, I therefore recorded science-related bingos I 
missed over a few weeks in the early spring. 

For example, how could I have not played CAM-
PHENE (73 points), when decades past I probably 
almost destroyed an undergraduate organic chem lab 
doing something with it? Or EPOXIES (96)? Or those 
important dyes, the EOSINES (61)?

I felt like a silly goose upon being introduced to 
ANSEROUS (131). I ran to the little boys’ room after 
learning ENURETIC (61). And I was embarrassed to 
not know AMBARIS (77), especially because the fibers 
yield a hemp similar to jute, a word I play often. 

Indeed, the list of plant words I failed to play posi-
tively bloomed. ORRICES (76), SEGETAL (76), INDU-
SIA (64), FERULAS (75) and the non-sea kind of 
ANEMONES (77) made me think that botanists might 
have a big advantage at this game. 

As someone who really enjoys mushrooms, I should 
have gotten PORCINI (72). And as a bird-watcher who has seen 
his fair share of spoonbills, I should have realized that I had the 
letters to play ROSEATE (73).

In the physics world, NEGATON (77) is just another word for 
electron. If you can get the coefficient of friction down to zero, 
you have yourself a surface that’s NONSKID (74). I was shaken 
not to notice GYRATORS (68). But if you want the power to 
FOREKNOW (104), well, that’s metaphysics. 

A choking victim hoping for a Heimlich would have been in 
trouble when I failed to play MANEUVER (84). If you’re going to 
miss VIROLOGY (68), what are the odds you’ll notice VARI-
OLES (71), unless your skin has been scarred by a pox? Geolo-
gists also use the word “varioles” to describe pockmarks on rock 
surfaces, perhaps the result of debris thrown up by BOLIDES 
(95) finishing their journeys through outer space. And if you’re 
going to climb any rocks, a REVERSO (68) comes in handy. 

How could I have not seen CAESAREAN (68), when almost a 
third of U.S. births nowadays are C-sections? And although I 
knew of the existence of the pregnancy hormone estriol, I did 
not know it was also sometimes called THEELOL (81). And for 
many mammals, pregnancy, a result of ALLOGAMY (86), begins 
before DIESTRUM (70). 

The whole thing makes me want to find a few DEKARES (90) 
of land with a nice view and curl up under six feet of SOLONETZ 
(101). Perhaps after the burial, the assembled will say kind things 
about me as they exchange many words with friends. 
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50, 100 & 150 Years Ago compiled by Daniel C. Schlenoff  

Innovation and discovery as chronicled in Scientifi c American
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July 1963

Laser Bloom
“The latest device to 
fascinate the technical 
community is the opti-
cal maser, or, as it is 

now often called, the laser. By conserva-
tive estimate about 500 research groups 
are engaged in laser development and 
exploitation in the U.S. alone. Much of this 
e� ort is directed toward the use of laser 
beams in communication systems. The 
amount of information that can be carried 
by a communication channel is propor-
tional to its frequency, and in principle the 
visible region of the spectrum between the 
wavelengths of 4,000 and 7,000 angstrom 
units could accommodate 80 million tele-
vision channels. —Arthur L. Schawlow”
The author shared the 1981 Nobel Prize 
in Physics.

True or False?
“A warning against the increasing and 
largely unrestricted application of lie-
detector techniques in business and 
industry has been issued by a psychiatrist 
and a psychologist at the University of 
Virginia. The polygraph merely measures 
involuntary responses. It cannot deter-

mine whether the response was stimulat-
ed by conscious deception or by a factor 
which might be unconsciously motivated. 
Yet an examiner usually seeks to impress 
the subject with the idea that the machine 
‘can’t be beat’ and so to encourage confes-
sions, he ‘uses deception in his e� ort to 
detect deception.’ The authors conclude 
that lie-detector tests ‘should be carefully 
and continually scrutinized, lest we fi nd 
that George Orwell’s  1984  is upon us.’”

July 1913

Eve of War
“Germany has de -
voted most time, 
money, and skilled 
research to the devel-

op ment of the various types of the di -
rigible; France, to that of the aero plane, 
or avion, in all its forms. A similar com-
parison as to aeroplanes and trained 
pilots shows France to be much superior 
to Germany; and it is also stated that 
though the French machines are frailer 
looking, they are much better constructed 
than the German ones, which are still too 
heavy. Obviously, then, in case of war there 
would be a contest between German 
dirigibles and French aeroplanes—

THE ELEGANT, SCIENTIFIC HOME,  with all the most advanced furniture, 1863
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like battle ships and torpedo boats.”
For a slide show on weapons and war  - 
   fare from our archives of 1913, see www.
Scientific­American.com/jul2013/warfare

July 1863

Salt Mine
“It appears from sci-
entific investigation 
that the salt deposit 
at New Iberia, Louisi-

ana, is of the most extensive and won-
derful description. For vastness and 
purity it is unequaled on the globe. One 
account says: ‘Imagine, if you can, the 
granite quarry of Massachusetts or the 
marble quarry of Vermont to be solid 
deposits of pure rock salt, clean and 
transparent as so much clear white ice, 
in one solid, inexhaustible mass, underly-
ing the earth.’” 
The rock salt mine on Avery Island,  
Louisiana, yielded more than 10,000 tons  
of salt for the Confederacy.

Sleep Technology
“The engraving represents an improved 
mode of constructing spring beds; 
Letters Patent have been granted. In 
point of economy, ease, and durability 
these beds are unsurpassed. It is 
confidently as sert ed that they will last 
fifty years.” 

Letter from Mr. Fix-It
“Messrs. Editors: All machinery requires 
attention, and occasional ‘fixing’; and 
the women are not good at such work. 
Every now and then it is: ‘John, I wish 
you would look at that sewing machine’; 
or ‘John, that wringer has something 
wrong about it’; and so on. Well, the 
only way to meet that is to buy the very 
best machinery; you will then have little 
trouble. Some churls may say: ‘I won’t 
buy so-and-so; what else have the 
women got to do? Let them work!’ All I 
have to say to such is that I hate to see 
the women of the family borne down 
with the fatigue of severe labor; and if it 
is a little troublesome to fix machinery 
for them, I for one am content to endure 
that trouble. —John Gray”
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From checkered flags on the ground, to radar to digital 
to satellites, the steady advance of air traffic control 
has been led by innovators from Lockheed Martin and 
its legacy companies. Today, 75 percent of America’s 
air traffic is controlled by systems designed, built, and 
deployed by Lockheed Martin. Flying has become safer 
and more ef ficient than ever before. And millions of 
passengers arrive at their destinations, never knowing that 
they’ve flown there on a 60-year history of achievement.  
A story you’ll find only at: www.lockheedmartin.com/100years
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People Kill with Guns More Than Any Other Weapon

Men use guns more often than any other weapon on nearly every type of victim

Women are more likely not to use a gun when killing a significant other   

Men and Women Primarily Kill People They Know

When a man kills another man with a gun, it is most often a friend or acquaintance 

When a man kills a woman with a gun, she is most likely to be his significant other

Killer Used
Gun

(11,450)

Killer Used
Other Weapon

(blunt object,
knife, poison . . . )

(4,013)

Weapon
Unknown

(1,076)

(505)

Female 
Killer

Male
Killer

(7,722)

Gender
Unknown

(3,223)

Number of Killers*

Number of Victims*

2,000

2,000

Graphic by Scientifi c American

Graphic Science

Family,
Friends 

and 
Gunshot 

Who kills whom 
with what

The statistics  of who kills and 
how they do it often get lost in the 
arguments over gun control. In the 
U.S., where guns are plentiful, men 
commit more than 90 percent of 
killings. Their weapon of choice is 
overwhelmingly a gun. Men kill 
signifi cant others, individuals they 
know and strangers more often 
with guns than any other weapon 
(top). Women also more frequently 
use guns to kill strangers. Perhaps 
counterintuitively, wo   men are 
more likely to kill a signifi cant 
other or family member using a 
blunt object, knife, poison or other 
method. (The numbers here, from 
FBI data on more than 13,000 kill-
ing incidents in the U.S. in 2010, 
include murders, negligent man-
slaughters and acts of self-defense 
but not suicides.)

Although we tend to think of 
murderers as crooks or assassins, 
they are more likely to be someone 
familiar (bottom). Both men and 
women kill many more signifi cant 
others, family members, acquain-
tances and co-workers combined 
than strangers. —Mark Fischetti

SCIENTIFIC AMERICAN ONLINE 
For details on children, teenagers and adults 
killed by guns, see  Scientifi cAmerican.com/
jul2013/graphic-science

*Numbers may not correlate exactly because 
some incidents may involve multiple off enders 
or victims

†Spouses, partners, girlfriends or boyfriends SO
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